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Abstract - Grid computing is growing rapidly in the distributed heterogeneous systems for utilizing and sharing large-scale resources to solve complex scientific problems. Scheduling is the most recent topic used to achieve high performance in grid environments. It aims to find a suitable allocation of resources for each job. A typical problem which arises during this task is the decision of scheduling. It is about an effective utilization of processor to minimize tardiness time of a job, when it is being scheduled. Scheduling jobs to resources in grid computing is complicated due to the distributed and heterogeneous nature of the resources. The efficient scheduling of independent jobs in a heterogeneous computing environment is an important problem in domains such as grid computing. In general, finding optimal schedule for such an environment using the traditional sequential method is an NP-hard problem whereas heuristic approaches will provide near optimal solutions for complex problems. The Ant colony algorithm, which is one of the heuristic algorithms, suits well for the grid scheduling environment using stigmeric communication.
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I. INTRODUCTION

The term Grid computing originated computer power as easy to access as an electric power grid. Grid computing is the process of applying the resources of many computers in a network to a single problem at the situations like - usually to a scientific or technical problem that requires a great number of computer processing cycles or access to large amounts of data. It involves the use of software that can divide and form out pieces of a program to as many as several thousand computers. It looks as distributed and large-scale cluster computing and as a form of network-distributed parallel processing [1]. Distributed systems consist of multiple computers that communicate through computer networks. Research by [2] defined that cluster and grid computing are the most suitable ways for establishing distributed systems. Grid computing is proposed to overcome this problem where various resources from different geographic area are combined in order to develop a grid computing environment. To achieve the promising potentials of tremendous distributed resources, effective and efficient scheduling algorithms are fundamentally important. The scheduling problem is defined NP-hard problem [4] and it is not trivial. There are two types of scheduling namely static scheduling and dynamic scheduling in grid computing system. For the static scheduling, jobs are assigned to suitable resources before their execution begin. Once started, they keep running on the same resources without interruption. However, for the dynamic scheduling, reevaluation is allowed of already taken assignment decisions during job execution [3].

II. ORGANIZATION OF PAPER

The organization of the paper further is as follows. The literature review is presented in Section III, existing system is analyzed in Section IV and summary & open issues are discussed in Section V.

III. LITERATURE REVIEW

Fig. 1 : Job scheduling work flow

In the past few years, researchers have proposed scheduling algorithms for parallel system [5 - 9]. However, the problem of grid scheduling is still more complex than the proposed solutions. Therefore, this issue attracts the interests of the large number of researchers [10-14]. Current systems [15] of grid resource management was surveyed and analyzed based on classification of scheduler organization, system status, scheduling and rescheduling policies. However, the characteristics and various techniques of the existing grid scheduling algorithms are still complex particularly with extra added components.
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At the present time, job scheduling on grid computing is not only aims to find an optimal resource to improve the overall system performance but also to utilize the existing resources more efficiently. Recently, many researchers have been studied several works on job scheduling on grid environment. Some of those are the popular heuristic algorithms, which have been developed, are min-min [16], the fast greedy [16], tabu search [16] and an Ant System [17].

In 1999, the Ant Colony Optimization (ACO) metaheuristic was proposed by Dorigo, Di Caro and Gambardella, which has been successfully used to solve many NP-problem, such as TSP, job shop scheduling, etc. In the past few years, several researchers proposed solutions to solve grid scheduling problem by using ACO [20]. Several studies have been trying to apply ACO for solving grid scheduling problem. Z. Xu et al [18] proposed a simple ACO within grid simulation architecture environment and used evaluation index in response time and resource average utilization. E. Lu et al. [19] and H. Yan et al. [20] also proposed an improved Ant Colony algorithm, which could improve the performance such as job finishing ratio. However, they have never used the various evaluation indices to evaluate their algorithm. The ACO becomes very popular algorithm to apply for solving grid scheduling problem.

IV. ANALYSIS OF RELATED WORK ON ACO

Before Ant colony optimization algorithms [Dorigo 1996] are multi-agent systems, which consist of agents with the collective behavior (stigmergy) of ants for finding shortest paths. Ant colony algorithms were inspired by the observation of real ant colonies. Ants are social insects, that is, insects that live in colonies and whose behavior is directed more to the survival of the colony as a whole than to that of a single individual component of the colony. Social insects have captured the attention of many scientists because of the high structuration level their colonies can achieve, especially when compared to the relative simplicity of the colony’s individuals. An important and interesting behavior of ant colonies is their foraging behavior, and, in particular, how ants can find shortest paths between food sources and their nest. While walking from food sources to the nest and vice versa, ants deposit on the ground a substance called pheromone, forming in this way a pheromone trail. When more paths are available from the nest to a food source, a colony of ants may be able to exploit the pheromone trails left by the individual ants to discover the shortest path from the nest to the food source and back. It is also interesting to note that ants can perform this specific behavior using a simple form of indirect communication mediated by pheromone laying, known as stigmergy.

III. Pseudo code for Existing Ant colony Algorithm

A. Modified Ant Colony Algorithm for Grid Scheduling

The modified ant colony algorithm has changed the basic Pheromone updating rule of original ant colony algorithm. The improved pheromone updating rule is given by:

\[ \tau_{ij}(t)_{new} = \left( \frac{1}{1+\rho} \right) \tau_{ij}(t)_{old} + \left( \frac{\rho}{1+\rho} \right) \Delta \tau_{ij}(t) \]

Where,

- \( \tau_{ij}(t) \) = Trail intensity of the edge(i,j).
- \( \rho \) = Evaporation rate.
- \( \Delta \tau_{ij}(t) \) = Additional pheromone when job moves from scheduler to resource.

The proposed Ant colony algorithm as a whole is a best suited method for tracking problem with large data sets. The above approach was simulated using GRIDSim toolkit and was found to be working efficiently and effectively. Experimental test carried out for a varied range of input set to ascertain the efficiency of the algorithm. From the results it is clearly evident that the proposed Ant colony algorithm offers better optimization a very fast rate.

B. Scheduling in Computational Grid with a New Hybrid Ant Colony Optimization Algorithm

The efficiency depends on makespan and flowtime. The makespan measures the throughput of the system and flow-time measures its QOS. The main objective of the proposed algorithm is to reduce the makespan and to converge towards the optimal solution in a very faster manner. Ant algorithm for scheduling initially started with the value of ETij matrix. ETij matrix defines the expected time taken by machine j to complete task i. Here jobs are considered as independent to each other. ETij matrix consists of N×M entries where N is number of independent jobs and M is number of resources available in grid environment. Increasing the pheromone levels associated with a chosen set of good solutions makes the algorithm faster to converge to a solution. Hence on modifying the pheromone updating rule and probability matrix the solution is converging in a fast manner than the
existing ACO algorithm. The probability matrix calculation uses the the same transition rule to select the job which is to be executed next in the machine. This algorithm guarantees efficient resource allocation of the machines.

C. An Improved Ant Algorithm For Job Scheduling

In Grid Computing

In this approach, the general adaptive ant algorithm is used to solve the job scheduling problem in the grid simulator environment. The transition probability is trade-off between visibility, that means the power performance of resource should be chosen with high probability, and trail intensity that means if on path j there is a lot of traffic then it is high desirable. Once some resources load heavy, it comes into being a bottleneck in the grid and influences to completing of jobs. Therefore the load balancing factor is introduced in the ant algorithm to improve the load balancing capability. We define the load balancing factor $\lambda$ of the resource $j$, which is related to the job finishing rate in the resource. In the algorithm, the trail intensity will be changed from $\Delta T_j$ to $\Delta T_j + C \lambda$ ($C>0$ is a coefficient of the load balancing factor), the more jobs finished, the more increases the trail intensity, contrarily, the more jobs not completed, the more decreases the trail intensity. The improved algorithm practice will improve the load balance status for the resources in the grid.

D. Ant Colony Algorithm for Job Scheduling in Grid Computing

This proposed algorithm aims to minimize the computational time of each job that must be processed by available resources in grid computing system. The algorithm will select the resources based on the pheromone value on each resource. A matrix that contains the pheromone value on each resource has been used to facilitate the selection of suitable resources to process submitted jobs. The proposed algorithm has been implemented in the grid system architecture which consists of four main components namely the grid information server, grid resource broker, jobs and resources. After all ants have constructed a solution, the pheromone trails are updated according to the following formula:

$$ T_{hr} (t+1) = (1-\rho)T_{hr} + \rho \Delta T_{hr}^{\beta} $$

(2)

where $A_{jqr}$ best = 1/LBest. This global pheromone update is limited to a specific upper and lower trail limit. The ant which is allowed to add pheromone may be the iteration best solution or global best solution. If a specific resource is often used in the best solution, it will receive a larger amount of pheromone and stagnation will occur. So, lower and upper limits on the possible pheromone strengths on any resource are imposed to avoid stagnation. The resource with high pheromone value will be selected by grid resource broker. So $j3$ will be processed by $r2$. After assigning $j3$ to $r2$, the local pheromone update is performed to the second row of $r2$. Column 3 is no longer needed because $j3$ has been assigned.

The scheduling process in the proposed algorithm is based on the combination of local pheromone update and trail limits. This proposed technique is different from the previous algorithm based on its initial pheromone value and the used of the PV matrix. The initial pheromone value for this algorithm considered the estimated transmission time and characteristics of each jobs and resources. The local pheromone trail update will reduce the amount of pheromone in assigned resource, to ensure the resource is less desirable for other ants while the trail limit, which is the allowed range of the pheromone strength, is limited to maximum and minimum trail strength. This is a technique to control the value of pheromone updated on each resource to ensure that already assigned optimal resources will not be chosen for newly submitted jobs. The proposed algorithm is simple to be implemented due to the existing of information of each resources and jobs. This algorithm was able to minimize the completion time of each job.

E. An Ant Colony Optimization for Dynamic Job Scheduling in Grid Environment

Here the general adaptive ACO algorithm is basically the ACS (Ant Colony System), is applied to solve the scheduling problem in grid environment. Four main key terms of ACO algorithm are listed and defined below: The expected time complete (ETC) is defined as the amount of time that the job is processed at a machine, and it has no load to the assigned job. Where the complete time (CT) is defined as the wall clock time, which machine completes for each job. Then, $CT_j = aj + rj + ETC_j$, where $aj$ is arrival time of a job $j$th, $rj$ is a release time of a job $j$th and $i$ is a machine $ith$. The main important of ACO algorithm is to utilize the graph representation. therefore, the design of the graph is to identify the problem to connect the arcs correspondent for each job on each machine. Let $M$ be a set of machines $\{m1, m2, m3, ..., mm\}$ and let $J$ be a set of jobs $\{j1, j2, j3, ..., jn\}$, and $n > m$. Therefore, the graph $G = (M, \{CTij\}mn)$. The problem is to find the optimal resources for the jobs. It can minimize the total tardiness time. The algorithm can find an optimal processor for each machine to allocate to a job that minimizes the tardiness time of a job when the job is scheduled in the system.

V. SUMMARY AND OPEN ISSUES

Dynamic job scheduling in grid computing is an NP-hard problem which can be solved using various techniques of cooperative sub-optimal category. Ant colony system is one such type of cooperative sub-optimal solution which can meet dynamically changing needs of a heterogeneous environment like computational grids. The open issues are:
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- Hybirdization to produce high throughput computing
- Evaluate the different cost measures such as make-span time, Grid Efficiency and job error ratio
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