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Editorial

Fast communication is the need of the hour for which society relies on Electronics 

&Telecommunication Engineering for breakthroughs in applications such as satellites, next 

generation mobile phones, air-traffic control, the Internet etc. In fact, all electronic devices 

need software interface to run and come with one or other device controlling programs 

architected and developed by electronics and communication Engineering. Thus, tremendous 

opportunities for research and development lies in the area of Electronics and 

Communication Engineering, as everyday consumer need new devices to support them in 

daily life. 

International Conference on Electronics and Communication Engineering (ICECE-2012) 

provides such unique platform for R&D works. The conference will conglomerate 

academicians, researchers from all types of institutions and organizations who would share 

their domain knowledge and healthy interaction would take place covering the areas like 

electronics and communications engineering, electric energy, automation, control and 

instrumentation, computer and information technology, and the electrical engineering aspects 

of building services and aerospace engineering, The wide scope encompasses analogue and 

digital circuit design, microwave circuits and systems, optoelectronic circuits, photo voltaic, 

semiconductor devices, sensor technology, transport in electronic materials, VLSI technology 

and device processing.  

We are happy to inform you that we had received an overwhelming response in the area. I 

must acknowledge your response to this conference. I ought to convey that this conference is 

only a little step towards knowledge and innovation but certainly in the right perspective. I 

wish all success to the paper presenters I extend heart full thanks to members of faculty from 

different institutions, research scholars, delegates, IRNet Family members, members of the 

technical and organizing committee. Above all I note the salutation towards the almighty. 

Editor-in-Chief 

Dr. K. Karibasappa 

Prof & Head, Dept. of Electronics & Communication Engineering 

Shavige Malleswara Hills 

Dayananda Sagar College of Engineering 

Kumaraswamy Layout 

BANGALORE -560078
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Abstract  --- Integrating multiple processors into a single chip (known as chip multiprocessors or CMPs) has recently become easily 

achievable and common due to continuing advances in VLSI fabrication technologies A new inter-processor communication 

architecture for chip multiprocessors is proposed which has a low area cost, flexible routing capability, and supports globally 

asynchronous locally synchronous (GALS) clocking styles. A presented implementation example of the proposed architecture shows 

that it can reduce the communication circuitry area by approximately  two times with similar routing capability. To achieve a low 

area cost, the proposed statically-configurable asymmetric architecture assigns large buffer resources to only the nearest neighbor 

interconnect and much smaller buffer resources for long distance interconnect. To maintain flexible routing capability, each 

neighboring processor pair has multiple connecting links. The architecture supports long distance communication in GALS systems 

by transferring the source clock with the data signals along the entire path for write synchronization. Compared to a traditional 

dynamically-configurable interconnect architecture with symmetric buffer allocation and single-links between neighboring processor 

pairs, this implementation has approximately two times smaller communication circuitry area with a similar routing capability.  

 

Key words: Chip multiprocessor, globally asynchronous locally synchronous (GALS), inter-processor interconnect, many-core, 

multi-core, network-on-chip (NoC). 

 
I. INTRODUCTION  

 A number of processors integrated on a singles chip 

performing various operations simultaneously is called 

System on chip(SOC). Wires in deep-sub micrometer 

CMOS fabrication technologies are introducing greater 

relative delay, relative power consumption, and timing 

and power variations which is causing traditional on-

chip communication methods such as a global bus 

structures to meet considerable challenges. Researchers 

have proposed network-on-chip (NoC) solutions which 

use routers for inter-processor communication. Most 

research is based on dynamic packet-switched routing 

architectures.  Another approach is the statically 

configurable nearest-neighbor interconnect architecture 

where each processor communicates with only its four 

nearest neighbors in 2-D meshes and long distance 

communication is accomplished by software in 

intermediate processors. Other designs use both 

dynamic and static interconnects.  

 

Fig.1.a. Illustration of interprocessor communication in a 2-D mesh  

 Although both dynamic routing architectures and 

static nearest neighbor interconnect architectures 

achieve significant success in specific areas, they have 

some limitations. Dynamic routing architectures are 

flexible, but normally require relatively large circuit 

area and power for communication circuitry. The static 

nearest neighbor interconnect architecture reduces area 

and power requirements significantly, but it results in 

relatively high latency for long distance communication.  

 

Fig.1.b. A generalized communication routing architecture in 

which only signals related to the west edge are drawn. 
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 Communications within chip multiprocessors for 

many applications, especially many digital signal 

processing (DSP) algorithms, are often largely localized 

most communication is among nearest (or local) 

neighbors while a small portion is long distance. 

Motivated by this fact, we propose an asymmetric 

structure to obtain good tradeoffs between flexibility 

and cost by treating the nearest neighbor communication 

and long distance communication differently, using 

more buffer resources for nearest neighbor connections, 

and using fewer buffer resources for long distance 

connections. Together with the relatively simple static 

routing approach, this asymmetric architecture can 

achieve low area cost for communication circuitry. 

 
Fig.1.c. Illustration of interprocessor communication in 

a static neighbor interconnect architecture

 

Fig. 1.d.  Circuitry diagrams of the static nearest 

neighbor interconnect architecture 

 Data from four inputs are transferred only to the 

processing core to reduce the circuitry cost, and only a 

single buffer is needed. Under the static asymmetric 

architecture, there are a couple of design options 

available such as the number of input ports (buffers) for 

the processing core and the number of links between 

each neighboring processor pair. The area, speed, and 

performance of different design options are analyzed, 

and some conclusions based on the results are drawn. 

We found that increasing the number of links between 

processors is helpful to increase routing capability, but it 

dramatically increases processor area after a certain 

point which depends on implementation details.  

 Two or three links are generally appropriate when 

each processor in the chip utilizes a simple single-issue 

processor architecture. Moreover, the proposed 

architecture supports the globally asynchronous locally 

synchronous (GALS) clocking style which allows each 

processor to operate in its own clock domain and avoids 

the design of a global clock tree, which can significantly 

simplify the clock system design and potentially reduce 

system power consumption. After examining the 

characteristics of different approaches, we propose a 

source synchronous method which transfers the clock 

with the data and control signals along the entire path to 

the destination processor. Compared to traditional 

dynamically configurable interconnect architectures 

with symmetric buffer allocation and single links 

between each neighboring processor pair, a presented 

implementation example of the proposed architecture 

shows that it can reduce the communication circuitry 

area by approximately  two times with similar routing 

capability. 

A.  Static Routing Versus Dynamic Routing 

 The inter-processor interconnect can be configured 

statically before runtime (static routing), or dynamically 

at runtime (dynamic routing). Dynamically-routed 

networks have been commonly used in multiprocessor 

systems such as those utilizing message  passing 

methods. Moreover, dynamic networks have been 

rigorously studied in NoC research, but statically-

configured architectures have been much less 

intensively studied. The key advantage of the static 

configuration approach is that for applications with 

predictable traffic, such as most DSP applications, it can 

provide an efficient solution with small area cost and 

communication latency. The dynamic configuration 

solution can effectively address more applications 

because of its flexibility, but it has non-negligible 

overhead in terms of the circuitry area and the 

communication latency; the main overhead comes from 

the routing path definition, the arbiter of multiple 

independent clock sources, and the signal recognition at 

the destination processor. 

B.  Dynamic Routing and Its Overhead: 

 In dynamic routing, the data transfer path should be 

defined by the source processor and propagated to the 

corresponding downstream processor(s) or dynamically 

decided by intermediate processors. The circuitry to 

define and control the routing path has an area overhead, 

and to propagate the routing path might cost extra 
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A.  Performance Comparison 

 In this section, the analysis of performance of 

different implementations is done. 

1)  Performance of the Basic Communication 

Patterns: 

 Fig. 3.a shows the latency of the basic 

communication patterns mapped onto different 

architectures along with different array sizes. 

 The proposed double-link routing architecture 

normally has significant savings in communication 

latency compared to the nearest neighbor architecture. 

The latency of the dynamic single-link routing 

architecture is similar to the static double-link 

architecture. The modeled communication is organized 

uniformly by the four basic communication patterns and 

we assume 80% of the communication is within the 

local area which is the value often used in the literature. 

The proposed static double-link routing architecture is 

more than 2 times faster, and the dynamic single link 

routing architecture is a little slower than the static 

double link architecture.  

 

Fig:3.b. Performance Comparison 

IV.  CONCLUSION 

 An asymmetric inter-processor communication 

architecture which assigns more buffer resources to the 

nearest neighbor interconnect and fewer buffer 

resources to the long distance interconnect is proposed. 

Static routing is emphasized due to its low cost and low 

communication latency. Compared to a traditional 

dynamically-configurable interconnect architecture with 

symmetric buffer allocation and single-links between 

neighboring processor pairs, this implementation has 

approximately two times smaller communication 

circuitry area with a similar routing capability. The 

proposed architecture also provides the ability to support 

long distance GALS communication with an extended 

source synchronous transfer method. A single node is 

considered and its working is simulated and also 

network with multiple nodes is simulated for static and 

dynamic routing techniques. Next the proposed 

architecture code should be simulated and synthesized. 

 HDL Synthesis Report 

Macro Statistics of existing system 

# Registers        : 19 

 1-bit register    : 8 

 8-bit register    : 11 

# Latches          : 1 

 8-bit latch        : 1 

Macro Statistics of Proposed system 

8-bit  Registers      : 8 

# Registers           : 8 

1-bit register          :1 
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Abstract - The impact of inband crosstalk on an optical signal passing through optical cross-connect nodes (OXC’s) in wavelength 

division multiplexing (WDM) optical network, is studied  from the equation of electric field with crosstalk and the corresponding 

current. The analysis has been done for two SSM (space switching matrix) OXC architecture namely WSXC & WIXC where later 

one has full wavelength conversion capability. Although WIXC attenuates more crosstalk though it is found that depending on the 

values of optical propagation delay differences, coherent time of lasers and time duration of one bit of the signal, the required power 

penalty in WIXC may be greater than that of WSXC in some cases. The analysis has been performed on the measures of Bit Error 

Rate (BER) and Power Penalty. 

 

Keywords- Inband crosstalk, optical cross-connect, wavelength division multiplexing (WDM), wavelength selective cross-connect 

(WSXC), wavelength interchanging cross-connect (WIXC). 

 

I. INTRODUCTION  

 In a wavelength division multiplexing (WDM) 

optical network, the optical cross-connect (OXC) at each 

node carries out wavelength sensitive switching in 

optical form without restoring to electro optical 

conversion. A number of OXC architectures have been 

proposed in [1] and [2], each of which has its own 

unique features, strengths and limitations. While cross-

connecting wavelengths from input to output fibers 

OXC introduces inband and intraband crosstalk. The 

inband crosstalk which is also known as homodyne 

crosstalk has the same wavelength as the signal and 

degrades the transmission performance seriously. When 

an optical signal passes through an OXC, many crosstalk  

contributions  are  combined  with  the  signal[3]-[5].   

   In this paper, the performance of wavelength 

selective cross-connect (WSXC), wavelength 

interchanging cross-connect (WIXC) is investigated 

and compared in the presence of  inband (Homodyne) 

crosstalk which is caused by non-ideal performance of 

an optical node. 

II. INBAND CROSSTALK IN WSXC AND WIXC 

     Inband crosstalk is a major problem in optical 

network.  

 

 
Figure. 1  A cascaded wavelength demultiplexer and 

multiplexer as a source of in-band crosstalk 

 
Figure. 2  An optical switch as a source of in-band 

crosstalk 
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 One source of this arises from cascading a 

wavelength demultiplexer with a wavelength 

multiplexer as shown in Figure 1. The demux ideally 

separates the incoming wavelengths to different output 

fibers. In reality however a portion of  the signal at one 

wavelength, say λi, leaks into the adjacent channel λi+1 

because of non ideal suppression within the demux. 

When the wavelengths are combined again into a single 

fiber by the mux, a small portion of the λi,that leaked 

into the λi+1 channel, will also leak back into the 

common fiber at the output. Although both signals 

contain the same data, they are not in phase with each 

other, due to different delays encountered by them. This 

causes inband crosstalk. [6] 

    Another source of this type of crosstalk arises from 

optical switches as shown in Figure 2, due to the non 

ideal isolation of one switch port from the other. In this 

case, the signal contains different data. The crosstalk 

penalty is highest when the crosstalk signal is exactly 

out of phase with the desired signal.  

    Inband crosstalk can be divided into coherent 

crosstalk and incoherent crosstalk. When the phase of 

the crosstalk signal is correlated with that of the main 

signal, it is called coherent crosstalk. When the phase of 

the crosstalk signal is not correlated with that of the 

main signal, it is called incoherent crosstalk. Crosstalk 

signals generated from the same source are coherent 

crosstalk and crosstalk signals generated from different 

sources are incoherent crosstalk. Coherent crosstalk is 

believed not to cause noise but causes fluctuations of 

signal power.  

    The lightpath, representing the optical layer 

connection between the source-destination node pairs, 

can be set up through the intermediate OXCs in either a 

wavelength- continuous (WC or VWP, virtual 

wavelength path) or non-wavelength-continuous (NWC 

or WP, wavelength path) fashion. In the WC case, the 

same wavelength is used over the entire lightpath 

whereas, in the NWC case, different wavelengths may 

be used in different optical links along the given path. 

Setting up the lightpath would not only involve selecting 

the route to be followed but also the wavelengths to be 

used along the selected route[6].  

   Wavelength conversions at the intermediate nodes is 

necessary if NWC (WP) lightpaths are to be supported. 

This, however, would require the OXCs to do 

wavelength conversion in addition to their switching 

functions. The OXCs may, in turn, be classified based 

on their wavelength conversion capability [6]. 

   Among a number of proposed SSM OXC structures 

WSXC and WIXC are focused.  An OXC without any 

conversion capability is called a wavelength selective 

cross-connect (WSXC) whereas an OXC with full 

conversion capability is referred to as a wavelength 

interchanging cross-connect (WIXC). Examples of these 

have been shown in the figure3 and 4. 

    Here, SSM refers to the space switching matrix, 

used to switch the optical signals without doing any 

wavelength conversion. The wavelength converters 

required have been shown separately .  

    A typical structure of OXC is shown in figure 5, 

which consists a total of  N optical demultiplexers, M 

optical switches and N multiplexers. Each of the input 

fibers to an optical demultiplexer contains M different 

wavelengths. Each of these passes through an optical 

switch before they are combined with the outputs from 

the other M-1 optical switches.   

     Assuming the OXC is fully loaded the OXC will 

be interfered by M+N-2 homodyne crosstalk 

contributions, N-1 of which are leaked by the optical 

switch leaked by the (OXC) demultiplexer / 

multiplexer pair. [7] 

     If we consider the signal with wavelength 1 in input 

fiber 1, noted as λ11 or the main signal. λ11 will be 

interfered by N-1 crosstalk contributions leaked from the 

N-1 signals with wavelength 1 in the other N-1 input 

fibers. Similarly, when each signal with wavelength 1 is 

demultiplexed to one path, there will be a fraction of it 

in each of the other M-1 outputs of the corresponding 

demultiplexer because of the non-ideal  

 

Figure. 3  WSXC OXC architecture 

 

 

Figure. 4  WIXC OXC architecture 
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Figure. 5  Typical structure of an Optical Cross Connect  

crosstalk specification of optical demultiplexers. These 

M-1 crosstalk contributions can be leaked from any 

signal with wavelength 1 in all the N input fibers. The 

number of contributions leaked from each signal is 

random, from 0 to M-1, depending on the cross 

connecting state of the OXC.      Defining X1 as the 

number of contributions leaked from λ11 in a given state 

of the OXC,  

X1  ∈   [0, M-1] 

     Defining, Xj( j=[2,N] ) as the number of 

contributions leaked from λj1   fin the same state of the 

OXC, taking into account the N-1 contributions leaked 

by the optical switch 1, we have  

Xj  ∈   [1, M]    and 

 2 

     The field of the main signal and all the M+N-2 

crosstalk contributions can be expressed as  cos Φ P  

√ cos Φ P  

        ∑ ∑ √ cos                             Φ  P                                 ( 1 ) 

      

     Where E is the signal field amplitude which is 

assumed to be unchanged as the leaked power is rather 

low; bs(t) and bj(t) (j=[2,N]) are the binary data 

sequences with values of 0 or 1 in a bit period T of 

λ11and λj1, respectively,  ,Φ ,  and  ,Φ   are the center frequencies and phase 

noises of the lasers, respectively, P  is the unit 

magnitude polarization vector of the signal; ,   and P , P  are the propagation delay differences and unit 

magnitude polarization vectors of the contributions, 

respectively;   is the optical power ratio of each 

crosstalk contribution to the signal and for simplicity 

we assume all the crosstalk contribution have the same 

power. , P , P  and P  are treated as time invariant here 

as they change rather slowly compared to the bit 

period. Now depending on relation between ,  ,  and T three cases may be considered 

for which the laser relative intensity noise (RIN) will 

get different values [7]. 

Case 1:  If   

      As Φ  is uncorrelated with Φ    
Φ  are also uncorrelated with each other for 

different k. In that case the noise power can be 

expressed as  

,  ∑                              (2) cos  P  . P                           
where,   is the polarization angle difference between 

the lth crosstalk contribution and the signal.  

       If  Depending on the 

relation between  and T two cases may arise. 

 

    Case 2(a):  If   

As  b  equal to  b  approximately in this 

case, so coherent crosstalk do not cause noise but causes 

fluctuation. So, noise power will be              , ∑ ∑                  3   

                    

    Case 2(b):  If   

As  b  becomes completely incorrelated with b  due to unsynchronus nature of  b  the noise 

power will be  

, 13  

                                        ∑ ∑    
(4)                                                                   

     For worst case scenario with fully loaded OXC for 

the above cases crosstalk may be expressed as 
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                         ,  2                 (5)                                          , 1                    (6)                            ,   1                     (7) 

III. EXPERIMENTS AND DISCUSSIONS  

      The detail analysis of Homodyne crosstalk is 

described in section 2. Figure 3 and Figure 4 shows 

WSXC and WIXC architectures. Inband crosstalk 

induced RIN due to these OXCs is given by equations 1-

4 for both coherent and incoherent case. Case 1 

represents the incoherent inband crosstalk while there 

are 2 cases for coherent inband crosstalk.        

       Case 2a occurs when optical propagation delay 

differences are much less than the time duration of one 

bit (τ<<T) which means bs(t-τi)==bs(t). Again case 2b 

represent the case when τ>T and bs(t-τi) become 

uncorrelated completely with bs(t) as bs(t) is a random 

sequence and they are not synchronized. The To observe 

the BER performance we assumed the worst case 

scenario and simulated equation 5-7 incorporating the 

Homodyne crosstalk induced RIN into these equations. 

To evaluate the expression of σth as given by equation  

              σth
2    = (4kTBe/L)                          (8) 

we assumed, T=300K, k=1.38x10-23, Be=109 Hz and 

RL=50 Hz.  

    Figure 6 gives the comparative plots of BER against 

the signal power for WSXC OXC having number of 

wavelengths per channel, M = 4 and separately for 

case1, case 2a and case2b . In plots of figure 4.1[(a)-

(c)], the number of channels, N is varied as N= [4 8 16 

32 64] and it is found that the BER increases 

significantly with increase. 

 
Figure. 6(a)  BER performance in presence of 

incoherent homodyne crosstalk (case 1) for WSXC 

OXC with varying number of channels and with no. of 

wavelengths per channel=4 

 

Figure. 6(b) BER performance in presence of coherent 

homodyne  crosstalk for τ<<T (case 2a) for WSXC 

OXC with varying number of channels and with no. of 

wavelengths per channel=4 

 Figure. 6(c) BER performance in presence of coherent 

homodyne crosstalk   for  τ<<T (case 2a) for WSXC 

OXC with varying number of channels and  with no. of 

wavelengths  per channel=4 

of N. It is also evident from the curves that incoherent 

crosstalk results in lower BER than that of coherent 

crosstalk.  

    Similar results have been found for WIXC OXC in 

Figure 7 keeping all the parameters same. Here we can 

notice the  BER curves are shifted which means power 

requirements are different for a specific BER in between 

these architectures. 

 
Figure. 7(a) BER performance in presence of incoherent 

homodyne crosstalk (case 1) for WIXC OXC with 

varying number of channels and with no. of wavelengths 

per channel=4 
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 Figure. 7(b) BER performance in presence of coherent 

homodyne  crosstalk for τ<<T (case 2a) for WIXC OXC 

with varying number of channels and with no. of 

wavelengths per channel=4 

 
Figure. 7(c) BER performance in presence of coherent 

homodyne crosstalk   for  τ<<T (case 2a) for WIXC OXC with 

varying number of channels and  with no. of wavelengths  per 

channel=4 

 Figure 8 shows the plot of power penalty against 

number of channels due to the incoherent homodyne 

crosstalk induced RIN in a WSXC architecture shown in 

figure. The data for the calculation of power penalty is 

taken for a standard BER of 10-9.The plot shows that 

with increase of number of channels power penalty 

increases. The effect of number of wavelength per 

channel on power penalty and the  

Figure. 8  Power penalty as a function of number of 

channels for different number of wavelengths per 

channel for incoherent homodyne crosstalk in WSXC 

OXC. Power penalty is plotted to  get  an overall BER 

of   10-9. The data is obtained from figure 6 

 

 Figure. 9  Power penalty as a function of number of 

channels  for different number of wavelengths per 

channel for incoherent  homodyne crosstalk in WIXC 

OXC. Power penalty is plotted to  get  an overall BER 

of   10-9. The data is obtained from figure 7. 

 Results are also shown in figure 8.We have got an 

upward shift of power penalty against number of 

channels for an increase in number wavelength per 

channel. Figure 9 gives similar plot for WIXC 

architecture.  

CONCLUSIONS 

      We have calculated all the power penalties 

considering the worst case scenario, but this requirement 

may be relaxed if the probability distribution function 

(PDF) is known for the phase noise of the laser and the 

polarization angle differences.  
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Abstract - Most  often  file  sharing  is  the  common   and  basic requirement when users work on a particular domain or area of 

interest. Users can use software that connects in to a peer-to-peer network to  access shared files on the computers of other users 

(i.e. peers) connected to the network. Files of interest can then be downloaded directly from other users on  the network. So this 

concept  is similar  to a  distributed file  system where files are distributed across the network but the users have an illusion of a 

centralized file system and also avoids its high  complexity and cost of implementation. 
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I. INTRODUCTION  

  In a computer system a file is a named object 

that comes into existence  by  explicit  creation,  is  

immune  to temporary failures in the  system and  

persists  until  explicitly destroyed. The two main 

purposes of using files are as follows: 

1. Permanent storage of information. 

2. Sharing of information. 

  A user creates many files on his machine and 

updates them accordingly if required. Access made to 

those files depends on the  requirements  of  the  user.  

Most  often  file sharing  is  the common   and   basic   

requirement   when   users   work   on   a particular 

domain or area of interest. Example, in a hospital, the 

records of the patients are essential in every department 

so they are shared accordingly on the system. So 

users need to share the  files  that  are  necessary  and  

access  those  shared  files quickly. So file sharing 

becomes the practice of distributing or providing   

access   to   digitally   stored   information   such   as 

computer  programs,  multimedia  (audio,  images,  and  

video), documents,  or   electronic   books.   It  may   

be   implemented through  a  variety  of  ways.  

Common   methods   of  storage, transmission,  and 

distribution[1]  used  in file  sharing  include manual  

sharing using removable  media, centralized server on 

computer   networks,   World   Wide   Web-based   

hyperlinked documents and  the  use  of 

distributed  peer-to-peer networking[1][2]. 

  Users  can use software that connects  in to a  

peer-to-peer network to access shared files on the 

computers of other users (i.e. peers) connected to the 

network. Files of interest can then be downloaded  

directly  from  other users on the network. So this 

concept is similar to a distributed file system where 

files are distributed across the network but the users 

have an illusion of a centralized file system and also 

avoids its high complexity and cost of 

implementation. 

  The most common and feasible approach is to 

use peer to peer file sharing[2] for implementing a 

distributed shared files management system. In 

addition to these advantages it will also enable to 

support the following: 

1.  Remote Information Sharing: It will enable to 

access to information that is being shared by a 

remote machine. 

2.  User  Mobility:  As the  system  will  reflect  all 

the  files shared by the nodes present in the 

system, user can access them from anywhere. 

3.   Availability:  For  better  fault  tolerance,   the   

systems shared  file  entries  are  available  to  

the  users   even  in  the temporary failure of the 

main directory controller. 

  The  file sharing domain is necessary  and 

distributed  thus need further justification on using  

peer to peer technologies[2] on  that  domain.  Peer  

to  peer  file  sharing  is  economically efficient  

When  the  user  wants  to  find  specific  information, 

searching for the same would require a lot of human 

efforts and time.  If  the   upcoming  technologies   are  

clubbed  with  the existing  ones it can help better 
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understand the whole system. Thus  extending  the  

idea  of  peer  to  peer  in  the  file  sharing 

environment   helps   better   built   the   whole    

system.   For accomplishing this  task  a  directory  

server  is  used  to  better organize  the  user   shared  

files   information   in  the  related domain. 

The main advantages of this approach are: 

1. Scalability: It can easily accommodate  more 

users  and hence making it more scalable. 

2. Bandwidth: It will enable to save the network 

bandwidth as only the required files when required 

are transmitted among the users. 

3. Distributed control: In this, there is a need for a 

central point  which  we  name  as  a  controller,  

which  will  manage various shared file lists from all 

the clients and will be handling the shared file lists 

distribution scenario as per the clients entry or exit in 

the network. 

4. Fault  Tolerance: The plan is to make  this  file  

sharing scenario fault tolerant so a replica controller 

will be maintained that will be frequently updated 

from the primary controller so even  if  the  primary  

controller  fails  the  system  continues to operate. 

 The goal of this project is not only to achieve a 

distributed shared files management system that will 

allow clients that are distributed location wise to share  

files among themselves  but also to give better 

performance in terms of file access. 

 A diagrammatic interaction of the user with the 

system is as follows: 

 

Figure 1. User Interaction with the System 

 When  a user  interacts  with  the system when  

joined  to a particular network, the user adds the file 

entry that needs to be shared among the clients in the 

network. The user mentions the category of the file 

and also adds its  description so the other users are 

aware about the contents of the file. A user can also 

search for a  particular file entry from the required 

parameters (name, category or description)  as the 

users in a network can share hundreds of file entries 

and it is impossible to look for a particular entry 

manually. Once the user finds the required file entry, 

the user with its help can access the file by receiving 

it from the client who is sharing that  particular file. A 

common interface in each client also lists the overall 

shared file entries of all the clients in the network for 

access along with the search mechanism. 

II.  TYPICAL P2P DISTRIBUTED FILE 

SHARING SYSTEM 

 We present a literature review which includes the 

basic file sharing details,  distributed  file  system,  

various  technologies, existing communication 

protocols etc. The development of file sharing system 

has triggered two to three decades ago. 

 As  the  various  file  applications  grew  from  

hundreds  to thousands to millions, the interest along 

with the resources for file sharing. File sharing began 

in 1999 with the introduction of Napster[3][4], a file 

sharing program and directory server that linked 

people  who  had files  with  those  who  requested  

files. The central index server was meant to index all 

of the current users and to search their computers. 

When someone searched for a file, the server would 

find all of the available  copies of that  file  and  

present  them  to  the  user.  The  files  would  be 

transferred between the two private computers. While 

Napster connected users through a directory server, 

these new services connected users  remotely  to  each  

other.  These  services  also allowed  users  to  

download  files  other  than  music,  such  as movies 

and  games. One  limitation  was  that only music  

files could be shared. After Napster shut down the 

most popular of these new services was Gnutella[5]. 

A.  P2P System Advantages 

 In [7] the key features in P2P file transfer are 

highlighted. Using P2P technique, execute nodes can 

share data with each other instead of fetching files 

only from the central manager or a file server,  

saving  plenty  of time.  In a typical file  sharing 

environment which  follows a centralized  approach  

where the files need to be shared are transferred to 

the central server and the nodes accessing them from 

it has its great disadvantage. In case of the failure of 

the central server the entire system comes to a 

standstill and when the system is operating on heavy 

load the central server becomes a bottleneck. Also it 

does not reflect the updated file entries, so when a 
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user updates a file, it needs to be uploaded again to 

the central server. So this paper suggest a peer to 

peer sharing where  all the major  disadvantage of a 

centralized sharing system have been taken care off. 

B.    A Basic P2P File Sharing System 

 In  [8]  a  reliable  and  simple  P2P  file  sharing  

system  is described  which   avoids   unnecessary  

data   redundancy  and connectivity  issues  among  

peers  by  maintaining  an  adapter which optimizes 

the working of the entire file sharing system. This 

approach also makes it highly scalable in nature. 

Since a file resides  at  local  node  and  is  shared  

only when  required there is  no  need  for  separate  

update  policy,  the  shared  file itself  reflects the 

updates version of the file all the time as the user 

updates it. The adapter maintains a list of all the files 

that are shared by the users and updates it 

accordingly then sends it to all the users.  When this 

list  is imported  by the users they can perform file 

sharing operations among themselves. 

C.    Reilablity and fault tolerance 

 The  disadvantages of a client server file system  

which do not scale  with  respect  to the  number  of  

users and  exhibit  a single point failure are further 

highlighted in [6]. So the focus is more  on  the  

distributed  peer  to  peer  aspect  rather  than  a 

centralized  one.  The  important  aspect  of  this  paper  

is  fault tolerance achieved  by replicating  data,  

hence  the  data  being available even in case of 

temporary failures. The other aspect to be considered 

is user mobility. 

III.  DSFM DESIGN 

 It is necessary to keep the system in a constant  

flow  and achieve the targeted goals of the proposed 

system at the same time. So the after studying 

carefully all the literatures [6][7][8] and highlighting 

the key  features  and  drawbacks  from them, the 

overall workflow of the proposed system will be as 

follows: 

 

Figure 2. Overall System Workflow 

 The three most important components of the 

system are: 

1. Client: The client system will allow the clients to 

share the files that are required as well as provide an  

interface  that will allow the client to access the files 

shared by all the nodes in the system(centralized view 

of shared files). When a client joins the network its 

shared files will be added to the system and  when  

the  client  leaves  the  network  all  his  shared  files 

entries are  discarded from the system. After a client 

receives the  updated  shared  files  list,  it can  access  

the  file  from  the respective clients. 

2. Controller: The main controller will store the address 

and shared  files   information  of  the  client   peers   

and   will   be responsible  for  distributing  them   to   

all  the  clients  in  the network. It's basic task is just 

to index the file entries from all the clients and 

distribute them accordingly. Also when a client joins or 

leaves the network it will update its shared files entries 

accordingly and inform the remaining  clients.  So 

through  the controller we will be able to achieve the 

scenario of overall file sharing. 

3.  Replica  Controller:  The  project  plans  to  replicate  

the main controller so even when the main module fails 

temporary the system does not comes to a standstill, 

the requests can be handled from the replica controller 

and the system continues to operate. So our system will 

be fault tolerant. 

A.    General Basic Functionality 

 The  following  diagram  denotes  the  basic  

interaction among the modules and functionality of 

each module. This  is  the  normal  scenario   

highlighted  when  the system is working  with  the  

primary  controller  when fully functional. 

 
Figure 3. General Flow Chart 
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B.    File Sharing Process 

 The following diagram illustrates the scenario that 

enables to achieve  the  basic  file  sharing  process  among  

the  various clients in the network. 

 

Figure 4. Basic File Sharing Process 

 

C.  Fault Tolerance Scenario 

 The following diagram illustrates the scenario about 

how the clients  detect the temporary no response  or  failure  

of the primary controller and redirect to the replica 

controller. 

 
Figure 5. Handling Primary Controller Failure 
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Abstract - Recent research at Intel suggests that chips with hundreds of processor cores are possible in the not-so-distant future. As 

the number of cores grows, so does the size of the cache systems required to allow them to operate efficiently. Caches have grown to 

consume a significant percentage of the power utilized by a processor. In this research, we extend the concept of location cache to 

support chip multiprocessors (CMPs) systems in combination with low-power L2 caches. 

 

Keywords—Cache architecture, dynamic and leakage power dissipation,  location cache, low-power design, power analysis. 

 
I. INTRODUCTION  

 In recent years, microprocessor companies have had 

difficulty in increasing the performance of CPUs by 

simply increasing their clock frequencies. Research has 

moved to parallelism in an effort to maintain 

performance increases [1], [2].It is now increasingly 

common for multiple processor cores to be included on 

a single silicon die, creating what is called a chip 

multiprocessor (CMP). A CMP typically contains 

multiple cores operating at the same clock frequency, 

and those cores tend to share at least part of their cache 

system on the chip. For example, an Intel Xeon MP 

processor contains a pair of processor cores, and 

includes a cache system consisting of private L1 and L2 

caches in addition to a large L3 cache that is shared 

between the cores [3]. 

 As cache systems have grown in size to satisfy the 

additional needs of these CMP systems, so does the 

amount of power they consume. Several techniques, 

such as subbanking [4], [5], bitline segmentation [4], 

and phased cache [5]–[7] are commonly used to reduce 

the amount of dynamic power used by a cache. In 

addition, the increased power consumption may also 

lead to thermal issues on the chip, and design must 

proceed carefully in order to eliminate potentially-

damaging hot spots. Several different techniques, such 

as gated-Vdd, drowsy caches, and DRG-caches, have 

been presented to reduce sub-threshold leakage power. 

 A location cache is a small direct-mapped cache 

that stores information relating an address to its location 

in the target cache [8]. This capability can save dynamic 

power upon cache reads and writes. More importantly, 

this behavior is capable of being exploited when used in 

combination with low-leakage techniques to save a 

significant amount of leakage power. 

II.  BACKGROUND 

 This section discusses the working principal and 

design of the location cache concept [8], for a single-

core processor. Here, we assume that L2 is the highest 

level cache. 

A.  Structure of Location Cache 

 The location cache shown in Fig. 1 is a small direct-

mapped cache, using address affinity information to 

provide the accurate location information for L2 cache 

[8]. The proposed location cache technique reduces the 

L2 cache power consumption, when compared with a 

conventional set-associative L2 cache. Depending on the 

L2 cache architecture, a location cache can be physically 

addressed or virtually addressed. Fig. 1 illustrates a 

revised L2 cache system architecture with a location 

cache, which is physically addressed. 

 In this physically addressed cache system, the 

location cache is physically addressed as well. It caches 

the access way location information of the L2 cache (the 
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way number in one set where a memory reference falls). 

This cache works in parallel with the L1 cache. As a 

location cache tries to cache the L2 location 

information, the block address (composed of the index 

address and the tag address) of the location cache should 

be of the same length as that of the L2 cache. 

 

Fig.1. Physically addressed location cache architecture 

B.  Working Principle of Location Cache 

 The proposed cache system works in the following 

way. The location cache is accessed in parallel with the 

L1 cache. If the L1 cache sees a hit, then the result 

obtained from the location cache is discarded. If there is 

a miss in the L1 cache and a hit in the location cache, 

the L2 cache is accessed as a direct-mapped cache and 

the access power of the L2 cache will be greatly reduced 

.When both the L1 cache and the location cache see a 

miss, the L2 cache is accessed as a conventional set-

associative cache and the content (i.e., the new way 

information) of the location cache is updated. When the 

location cache stores the location (way) information of 

the L2 cache, it uses the same block address as the L2 

cache, instead of the L1 cache. As opposed to the way-

prediction methods, the cached location is not a 

prediction. Even if there is a location cache miss, we do 

not see any extra delay penalty as seen in way-

prediction caches. 

 Normally, the block size of the L2 cache is larger 

than that of the L1 cache; for instance, in Intel Itanium 

2, the L1 block size is 64 bytes while the L2 block size 

is 128 bytes. Due to this difference in L1 and L2 block 

sizes, the location cache can still catch many references 

which are L1 misses but location cache hits.  

 

III.  LOCATION CACHES ON CMP SYSTEMS 

 Previous works utilizing location caches have been 

limited to single processor systems [8]. With multicore 

chips becoming increasingly prevalent, the concept of 

location cache needs to be adapted to these new types of 

systems. The following discussions describe two 

approaches to creating location caches capable of 

functioning within CMP systems. 

A. Shared Location Caches in CMP Systems 

 The most straightforward approach to adding a 

location cache to a CMP system involves sharing. 

Multicore processors commonly share an L2 or L3 

cache among all of the cores. Similarly, it is possible to 

create a single location cache capable of being accessed 

by each of the cores in the system if those cores share a 

cache at some level. For example, if all four cores share 

a single L2 cache, these cores can be served by a single 

location cache. 

 If those four cores instead share a pair of L2 caches, 

a shared location cache approach can be implemented in 

two different ways: 1) cores sharing the same L2 cache 

also share the same location cache as shown in Fig. 2 

and 2) all cores share only a single location cache.  

 

Fig. 2. CMP cache system using shared location caches. 

 In the case where the highest-level cache is L2, the 

location cache operates on every access initiated by 

every processor core it serves. The source of the access 

is completely disregarded, and only the transaction’s 

address is taken into consideration. We only focus on 

the cache system shown in Fig. 2 with four cores sharing 

two location caches, since this architecture has been 

applied by commercial multi-core processors. Though 

this architecture is in fact a semi-shared location cache 

system, for each L2 cache, it is a purely shared location 

cache system. With all cores sharing a single location 

cache is not practical, because this architecture suffers 
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location cache line replacement problems as will be 

discussed later. That is, too many cores are fighting for a 

limited number of location cache lines and this makes 

the single location cache almost useless. Further, the 

(single) location cache has to store extra information 

such as the L2 where a specific data exists.  

 Assume Core 0 initiates a memory access. Its L1 

cache and shared location cache LCache0 parse the tag 

and index information and check for matches. If the L1 

cache hits, the result of the location cache access is 

ignored and L1 returns the requested data to the core. If 

the L1 cache misses, the result of the location cache 

access determines how to proceed. If the location cache 

also hits, the way information stored in the location 

cache is used to access the L2 cache as if it were direct-

mapped. If the location cache hits, a hit in L2 is 

guaranteed. If the location cache misses, L2 is accessed 

in its normal set-associative manner and the new way 

information is provided to the location cache for future 

use. Note, however, that a miss in the location cache 

would not necessarily indicate a miss in the L2 cache. 

Now assume Core 1 attempts to access the same 

memory address, and it is not found in its L1 cache. The 

way information for this address was previously stored 

in the location cache by Core 0, and can now be used to 

access L2 as a direct-mapped cache.  

 Let us consider another example. Assume that the 

L1 caches of both Core 0 and Core 1 have cached the 

same line of data. Core 0 now performs a write to this 

address, changing the data. At this point the MESI 

protocol triggers the L1 of Core 1 to change the 

corresponding line’s state from Shared to Invalid, and 

the newly-updated line in Core 0’s L1 will retain its 

Shared status. Note that the corresponding line in the 

location cache does not need to be removed or modified, 

as it still points to the correct location in L2. If Core 1 

now tries to access this address again, it will find that its 

own copy in L1 is marked Invalid. It can now use the 

shared location cache, which still knows the location of 

the line in L2, to access L2 as if it were a direct-mapped 

cache. In this case a location cache can be very useful 

for programs that require multiple cores accessing the 

same memory location.  

 Other than the simplicity of implementation, the 

other advantage to this configuration is that it lacks any 

coherency issues. Since all of the memory transactions 

sharing the same L2 cache pass through the same 

location cache, no additional implementation changes 

are required to keep the location cache and its target 

cache coherent. As a matter of fact, the location cache 

associated with each L2 cache just stores whether a 

specific data is in L2.  If yes, what is the way number. 

The coherency mechanisms implemented in L1 and L2 

are still serving their purposes. Thus, the function of 

location cache and coherency protocols implemented in 

L1 and L2 are orthogonal.  

 In addition, with multiple cores expecting complete 

accesses to a location cache, the location cache will 

need a read and write port for every core supported. 

Simultaneous accesses to the same line in the location 

cache will increase latency, and reduce the efficiency of 

the location cache itself. Resolving these issues will 

increase both the complexity and power consumption of 

the location cache. 

B.  Private Location Caches in CMP Systems 

 A cache system utilizing a private location cache 

for each core is shown in Fig. 3.  

 

Fig. 3. CMP cache system using private  location 

caches. 

 When used in a CMP system, the simplistic location 

cache design is prone to incoherency when multiple 

location caches assist a single target cache (e.g., L2). 

For example, if Core 0 writes a value into its L2 cache, 

the way information is then stored in Core 0’s location 

cache (LCache0). Later, if Core 1 writes a value into the 

L2 cache it shares with Core 0 and evicts this previous 

entry from L2, Core 0’s location cache now points to 

data that is no longer present. Due to this possibility, it 

is necessary to extend the concept of location cache 

presented above for a CMP system.  

 Here location cache design is extended with a 

simplified version of the MESI protocol. This 

modification can be performed by adding only a single 

additional bit to each line in the location cache. This bit 

will determine whether the location cache line is in a 

Shared or Invalid state as shown in Fig. 4. A line in a 

location cache is marked Invalid if the line it references 

is no longer present in the target cache or if the line has 

not yet been written to. In all other cases, the line is 

marked Shared. 
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Fig. 4. Location cache coherency-state transition. 

 When a location cache lookup is performed, in 

order for a location cache hit to occur, the following two 

conditions must be satisfied: 

1)  requested line must be present in the location cache; 

2)  requested line must be marked Shared. 

 This alteration does not come without a cost. In 

order to perform this operation, additional care needs to 

be taken when lines are evicted from the target cache. 

When such an eviction occurs in the target cache, the tag 

and index portion of this reference is passed to each of 

the connected location caches. The location caches then 

check if they contain lines matching the newly-evicted 

entry. If the evicted transaction address is not present in 

other location caches, no further operation is performed. 

However, if the evicted transaction address is present in 

the other location caches, the lines in the location caches 

are marked Invalid by transition ”LOC_INV” (i.e., 

location cache invalid) as shown in Fig. 4. This will 

prevent future use of these location cache lines, which 

will be overwritten at the next opportunity. 

 The operation of location caches here is a little 

different from that of the shared case. When the way 

information is stored for a transaction initiated by Core 

0, for example, it is stored in Core 0’s private location 

cache. This location cache, LCache0, cannot be read 

from or written to by Core 1. This alleviates the problem 

where each core is constantly overwriting each other’s 

cache information, and results in increased location 

cache hit rates. 

 However, let us say Core 0 has way information for 

a transaction stored in its private location cache. Now 

Core 1 performs an access that ultimately results in the 

line pointed to by Core 0’s location cache being evicted 

from L2. Core 0’s location cache now points to an 

address that no longer exists in L2. Here our coherency 

protocol would require L2 to transmit the address of the 

evicted L2 line to each of its connected location caches. 

If that address is present in any line of a location cache, 

the location cache line is marked Invalid. This ensures 

our private location caches remaining coherent. It 

should be noted that the location cache line is updated 

and changed to the shared state only when a message 

from the L2 cache is received back at the L1 cache 

again. The way information of the particular block in the 

L2 cache is sent along with the message that is sent from 

the L2 cache to the L1 cache. The update occurs when 

any data message is received by the L1 cache from the 

L2 cache. 

IV.  CONCLUSION AND FUTURE WORK 

 Here the power savings realized by utilizing 

location caches in a CMP system is analyzed. The 

working principal of location cache for a single-core 

processor is reviewed, and extensions to this principal 

are proposed to allow location caches to support a CMP 

system. It is found that the amount of power saved by 

adding location caches varies quite significantly 

depending upon the setup of the tested parameters. The 

tested location caches were able to save power over all 

tested configurations and benchmarks, though they were 

far more effective at reducing the amount of leakage 

power than dynamic power. The number of entries in 

each location cache displayed a surprisingly small effect 

on the cache’s overall power savings, with only about 

six of the benchmarks showing sensitivity to this 

parameter.  

 Looking towards possible future work, we suggest 

the following: 

1) extension of this work to a cache system connected 

by network-on-chip (NoC); 2) learning the effect of OS 

techniques on the power savings provided by location 

caches in CMP systems; 3) extension of the current 

model to efficiently serve CMPs with dozens or even 

hundreds of cores; 4) extension of location caches to 

deal with exclusive caches; and 5) identifying the 

reasons why some benchmarks such as Radix(Ocean) 

seem to highly (or least) benefit from location caches. 
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Abstract - Gradual improvement of Automatic Meter Reading System (AMRS) technology could be one-step ahead by using 
GPRS/EDGE modem. AMRS based on GPRS modem provides many advantages compared to other remote metering techniques. it 
uses TCP/IP and PPP protocol for communication and GPRS is an extension of GSM provides higher data transmission speed and 
more security. The benefits of implementing such system include robust data transmission, wide area network coverage, lowering 
power consumption, cost-effective and reliable. An interface system (IS) has been developed that can be plugged in existing digital 
energy meter and a new meter can also be developed with this IS. The proposed IS collects meter data and send that data to the 
server using GPRS modem. Each IS is capable of two-way communication. To send meter data existing GPRS networks have been 
used. This paper describes the detail hardware design of an interface system, step by step procedure of TCP/IP, PPP, and USB 
protocol implementation. The paper also shows the data transmission and reception with server end in real world. 

Keywords: AMR, GSM, GPRS, IS,TCP/IP. 

 
I. INTRODUCTION  

 Electricity is the source of power behind the 
development of any country. Due to increase number of 
power consumers in every sector such as residential, 
commercial and in industrial and scarcity in fossil fuel, 
it is essential to ensure proper use of energy and to 
generate correct bills and invoices and to reduce 
corruption. The conventional method of collecting meter 
data is done manually by assigning a person. It may 
involve dilemma such as human error and corruption. 
The Automatic Meter Reading System (AMRS) has 
completely changed the process of collecting meter 
readings. There are two types of AMR system: wire-
based and wireless. Power Line Carrier (PLC) and 
Telephone Line Network are wire-based AMR system. 
The problems of wire-based AMR system are 
transmission distance, transmission cost, maintenance 
and security of data transmission. GSM, GPRS, WiFi, 
WiMax are the typical wireless based AMRS system. 
The wireless based AMRS system provides higher data 
collection speed and more efficiency. As there is no 
human intervention in the entire process, there is no 
chance of human error and corruption. In addition to 
this, the meter reading can be collected after any desired 
time interval such as hourly, daily, weekly, or monthly 
basis. Moreover, the electric supplier can take advantage 
of the wireless communication companies for remote 
monitoring and providing information to the customers 
anytime and anywhere. The Retail Providers will also be 

able to offer new innovative products in addition to 
customizing packages for their customers. In Automatic 
meter reading system, it is very essential to develop a 
proper networking mechanism where the data transfer 
will be in high speed, will provide great security and 
will be cost-effective. Recently, there are many on 
going research experiments for implementation of 
electronic meters and the utilization of existing 
telecommunications systems to transmit meter reading 
automatically in fast, secured and accurate manner . The 
communication networks like the internet, GSM/GPRS 
networks provide useful means of communication due 
to its good area coverage capability and cost 
effectiveness. GPRS also supports for leading 
communication protocol such as IP and X.25 and the 
most important step GPRS is on the path to 3G . If SMS 
over GPRS is used, an SMS transmission speed of about 
30 SMS messages per minute may be achieved. This is 
much faster than using the ordinary SMS over GSM, 
whose SMS transmission speed is about 6 to 10 SMS 
messages per minute. The gradual improvement of 
AMRS could be one-step ahead by using the USB 
GPRS/EDGE modem. However, USB modem utilize 
the TCP/IP and PPP protocol for communication and 
TCP/IP is a connection-oriented protocol, which 
provides reliable, secure and fast data transmission. The 
reliability and speed of communication could also be 
one-step ahead by interfacing USB modem rather than 
other modems for communication. 
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II.  AMRS-SYSTEM OVERVIEW 

 In this project, an interface system (IS) has been 
developed which will communicate with the digital 
meter and a USB GPRS/EDGE modem. The IS 
generates meter reading based on the meter pulses and 
sends that reading to the server database. Each IS is 
capable of two-way communication hence the meter can 
be controlled form the server for some specific 
purposes. The billing office should have a highly secure 
database system through which only the authorized staff 
members of the electricity supply company able to read 
and print electricity bills [9]. Other systems may be 
connected to the server for further process such as the 
online billing operation, providing security code, alarm 
system, temper detection [3], [10]. The system 
architecture of automatic meter reading system has 
given below in figure-1 through a block diagram. 

 

A.  Interface System 

 The interface system consists of a MCT2 
Optocoupler, Microcontroller (MCU), modem and 
power regulation unit. 

�  MCT2 Optocoupler  

 Interfacing can be done in many ways with the 
meter – by hacking the MCU of the meter and then 
capture the data, or by decoding the display output or by 
counting the pulses of the meter, or placing a parallel 
meter with the actual meter embedding an AMR system. 
Counting pulse and using that counting value to 
generate meter data is a great solution. So in the IS, light 
dependent resistors is used to sense the LED blinking. 
Generally two basic sensor circuits can be developed. 
The first is activated by darkness; the second is 
activated by light [11]. In this project, a light activated 
sensor circuit has been developed for a number of 
reasons to reduce the interference between the circuits, 
simultaneous separation and intensification of a signal 
and high voltage separation.  

�  The Core –  Microcontroller Unit 

 The main function of the microcontroller unit 
(MCU) is to control the communication among the 
remote unit, the modem, and other different 
components. To select a suitable MCU for this project 
several matters have to keep in mind such as program 
memory size and type, speed, connectivity, USB On-
The-Go (OTG) compatibility, analog to digital converter 
(ADC) features, USART etc. PIC24 and PIC32 series 
by Microchip MCU have been chosen because it 
satisfies the requirements of the project such as low 
power consumption, two-wire communication port, full 
duplex UART, ADC etc.  

�  Interfacing  with  Modem. 

   Interfacing the USB device with microcontroller is 
typically based on the operating mode of 
microcontroller whether the microcontroller is in host 
mode or it is in device mode. If the microcontroller is in 
device mode then again two conditions arises that it is 
Bus power device or Self power device. If the 
microcontroller is in Host mode then the microcontroller 
has to be run with either external 3V to 3.6V power 
supply or external 5V power supply. 

� Power regulation unit. 

 For a proper function of any microcontroller, it is 
necessary to provide a stable source of supply, a sure 
reset when you turn it on and an oscillator. According to 
technical specifications by the manufacturer of PIC 
microcontroller, supply voltage should move between 
2.0V to 6.0V in all versions. The simplest solution to the 
source of supply is using the voltage stabilizer LM7805 
which gives stable +5V on its output. The power 
regulation unit also provides power to other part of the 
circuitry. 

B.  Counting the pulse of energy meter 

  To count the meter pulse, ADC module of MCU 
has been chosen. The output from the Optocoupler unit 
will go to the ADC input channel of MCU. The MCU 
then performs ADC conversion on this input. The 
ADCH and ADCL registers will keep this conversion 
result. After the conversion meter data is count to 
generate the amount of power usage. 

 
Figure :2: Implementation  and  testing of  interface                  

system 
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III.  NETWORK MANAGEMENT AND 

CONNECTIVITY 

 Today internet is used in embedded system to 
control and monitor equipments. Several protocols are 
used for this purpose such as HTTP, PPP and TCP/IP. 
As the small 8-bit MCU holds very small memory space 
the conventional structure of these protocol are not 
applicable for embedded system. In general, the 
microcontrollers are made up with 128kbytes to 
256kbytes of memory space. Therefore, to configure 
network in MCU only the minimum requirement is used 
to establish a protocol. Typical embedded IP stacks 
range from 14kB up to and exceeding 500kB [18]. 
However, several protocols and works should have 
under consideration for connection establishment. 

A.  Modem initialization 

 Each modem will have different initialization 
parameters called Hayes AT command that must be sent 
to the modem. The application simply requests the 
modem to dial the server using Hayes AT command 
[19]. The initialization step performs of checking the 
connection between  modem and MCU. as shown in 
below fig2. 

 
Figure :3: Flow chart for Modem initialization 

B.  Activate GPRS Connection 

 Each mobile network will have different parameters 
that must be set on the modem before connecting to 
their GPRS network. These parameters are Access Point 
Name (APN) and Access Number. The AT+CGDCONT 
command is used to set the APN and Packet Data 
Protocol (PDP) type as IP on the modem [20]. After 
that, ATDT*99#” command is sent finally to connect 
with network. As shown in the below fig3. 

 

 
Figure:4: Flow chart for GPRS activation 
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Figure :5: Flow chart for Meter Reading Terminal 

C.  Establish Point to Point Protocol (PPP) 

 PPP is a set for various other protocols where each 
of the protocol is negotiated independently. As the PPP 
need to send these protocols over point-to-point links, it 
uses a special frame structure to encapsulate the PPP 
packets. International Organization for Standardization 
(ISO) has defined the High-Level Data Link control 
(HDLC) frame structure for PPP in ISO 3309 [21]. A 
summary of the PPP HDLC structure can be found in 
RFC 1662 [22]. To create a PPP connection on an 
embedded system at least Link Control Protocol (LCP), 
Internet Protocol Control Protocol (IPCP), and a user 
authentication protocol Password Authentication 
Protocol (PAP) or Challenge-Handshake Authentication 
Protocol (CHAP) have to be negotiated [23]. 

�  LCP 

 PPP first sends LCP packets to configure and test 
the data link. The working procedure of LCP is it sends 

requests, acknowledgements, and negative-
acknowledgements to negotiate the defined options 
within the packet. There are several options to configure 
the LCP packet can be found in RFC 1661. When the 
both side of the link have agreed to its peers 
configuration the fundamental link is established. 

�  PAP 

 The authentication process starts after the initial 
link establishment through the LCP process. The PPP 
authentication is described in details in RFC 1334 [24]. 
The User ID and Password is sent repeatedly to the 
server until the server acknowledge. However, the 
authentication method depends on the ISP. If the ISP 
uses authentication method then it is necessary to send 
its username and password. 

�  IPCP 

 With IPCP the local IP address, primary and 
secondary DNS addresses, Gateway, and Net mask 
configuration are negotiated and established. The IPCP 
is described in details in RFC 1332 [25]. There are a 
number of configuration options that can be negotiated. 
However, for minimum requirement at least three 
configuration options should keep under consideration 
to request the server for remote IP and DNS addresses. 

D.  TCP/IP Stack 

 TCP is one of the most reliable and connection 
oriented protocol. It sends packet through segmentation, 
checksum calculation, addressing, and flow control. The 
TCP/IP stack typically consists of IP, UDP and TCP 
protocols [26-28]. The TCP/IP stacks those are 
implemented for embedded processors use a simplified 
model of the traditional TCP/IP stack to reduce the code 
size as well as the memory utilization. For embedded 
applications, a single global buffer is used in which the 
device driver puts an incoming packet. The buffer can 
hold a packet of maximum size that is defined for it. For 
receiving case, when a packet enters from the server, the 
device driver puts it in the buffer and calls the TCP/IP 
stack. If the packet contains data, the TCP/IP stack will 
notify the corresponding application. For sending case, 
when the application sends data to the server, first it 
goes into the buffer. Then TCP/IP stack calculate the 
checksums, and fill in the necessary header fields on 
that data and finally send the packet to the server. 

E.  HTTP 

 A well-known protocol that is used for 
communication between servers and web browsers is 
the Hypertext Transfer Protocol (HTTP). The HTTP 
(1.1) is described in RFC 2616 [29]. This application 
layer protocol allows the user to send various types of 
requests to server. The most basic requests are the 
“GET” request and the “POST” request that are used to 



 Design and Implementation of Secure Low Cost Novel Remote Metering System Using GPRS     

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

26 
 

take and post data, respectively. The HTTP commands 
are called methods; the command that used to fetch data 
is called the GET method and another is the POST 
method to post the data. For embedded application, in 
the firmware, get method or POST method can be used 
to send and receive data to or from the server. 

IV. THE BILLING SERVER 

 The collected power consumption reading is sent to 
the central billing server where it is stored. Many 
commercial servers as well as management software are 
available in the market. However the cost of such server 
and software management system are very expensive. 
To decrease the cost of the proposed AMR system, in-
house software is developed using JAVA Technology 
and is used to control the central server. 

 The implemented meter data management system 
will have the following functions: 

a)  Remote metering: The meter reading is sent  
automatically to the server and customers can 
remotely get their consumption at any time. 

b)  Bill issuing: The billing system shall provide 
monthly bill for customer who does not remotely 
access the server. 

c)  Customer tracking: The billing should include 
better customer tracking, bill forwarding 
identification of customer financial accounts 
information, and use of monetary deposits for 
account closing requirements. 

d)  Apply different tariff for different customers: 
Houses, schools, factories are treated different and 
the bill should be calculated according to the 
corresponding tariff assigned by electricity 
authority in karnataka 

V.  APPLICATION 

• Automatic per day bill generation and  
monitoring  of  meter. 

• Used for water meter control and monitoring  
• System 
• Industrial electrical energy conservation. 
• Used for distribution and maintains in supply 

sector  

VI.  CONCLUSION 

 In this paper, a remote metering system based on 
USB GPRS modem has been discussed. To keep pace 
with the present technology implementation of USB 
communication with the Energy meter facilitates more 
data transfer with more speed between remote meter and 
server. Here different issues of hardware and firmware 

have been discussed that need to establish the interface 
system to communicate with energy meter. The existing 
meter in the market can utilize this interface system to 
transfer meter reading and a new meter can also be 
developed with this interface system. However, with 
this implementation any meter equipment such as Water 
meter and Gas meter as well as any data acquisition 
system can be used with necessary modification to 
transfer the data to a server. 
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Abstract - This paper presents a Encryption and Decryption of Message using Android Mobile.The suggested system is concerned 

with applying software Engineering techniques to cryptographic systems. In particular we evolve our existing cryptographic system 

to incorporate new cryptographic concepts that strengthen the system.  The language chosen is Java for developing android 

application for Encryption of message and the objective is that the Java developer can easily use the resulting system with minimal 

knowledge of the underlying machinery. In order to improve the security of the private information , an encryption algorithm based 

on the ASCII code , is proposed in this paper. We design and realize an encryption system based on the ASCII code of character for 

Android application, which can encrypt   the  information . In this paper we design an decryption system based on the algorithm on 

ARM7, which can decrypt the information. 

Keywords-Android; ASCII code; ARM7;  

 
I. INTRODUCTION  

 The word Cryptography comes from Greek 

"Kryto"(hidden) and "grapho"(towrite). It is the science 

of hiding the meaning of information. Generally 

speaking, it can be synonymous with the conversion of 

information. It is usually applied to avoid unwanted 

people reading the information. Prior to the early 20th 

century, cryptography was chiefly concerned with 

linguistic and lexicographic patterns. Since then 

cryptography intersects the disciplines of mathematics, 

computer science and engineering, derived using 

mathematical algorithms and implemented using 

software that runs on computers or embedded 

processors. These new forms of cryptography are 

strongly driven by rapid advances in computer 

communications technologies. Cryptography is 

becoming necessary when sensitive data is being 

transacted over any    un -trusted medium. It provides 

the services such as keeping secrets from an unexpected 

audience, authentication with a signature, verification of 

data integrity, and security certificates for the 

communications.  

 With the development of the digital devices, 

computers and networks, our world relies more and 

more on the digital data. In many cases, storing data 

safely is a very big concern .These data have to be 

protected so as to prevent the possible unauthorized 

access. Many technologies have been used to improve 

the security of the data . Such as authentication, audit 

trail and access control [2]. But all of these models have 

not encrypted the original data, once the HDD is 

accessed, the information in it can be possessed by the 

invader. 

 In this paper, we designed and implemented an 

Android application for encryption of message based on 

ASCII  code of character.  to deccrypt message based 

ARM7. And we have tried our best to improve the speed 

of encryption and security. 

 Aim of this proposed system is to develop an 

android application to encrypt the message and send it to 

the receiver section .In this paper we are using an 

android mobile. Java programming is used to develop 

the application using eclipse IDE. Once after the 

installation of application into the android mobile, when 

you click on that application first it will display “enter 

text”, once you enter the message then you need to enter 

the cell phone number to which you need to send 

encrypted message upon clicking the “send” button. The 

message will be encrypted and sent to that particular 

number.At the receiver side we are using GSM Module 

interfaced with the ARM controller which receives the 

message, decrypts and displays it on the LCD which is 

interfaced to the ARM. 

II. RELATED WORK 

 In order to improve the security of the private 

information in memorizer, an encryption algorithm, 

which inherits the advantages of chaotic encryption, 

stream cipher and AES algorithm, is proposed here. We 

design and realize an encryption system based on the 

algorithm on ARM(S3C6410), which can encrypt and 

decrypt the information in many kinds of memorizers, 
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such as UDisk, SD card and mobile HDD. The system 

that uses Human-Computer Interaction and 

Visualization technology provides several encryption 

algorithms and key generators.  

 Asinglechip Encryptor/Decryptor core 

implementation of Advanced Encryption Standard(AES-

Rijndael) cryptosystem. The suggested architecture is 

capable of handling all possible combinations of 

standard bit lengths (128,192,256) of data and key. The 

fully rolled inner pipelined architecture ensures lesser 

hardware complexity. The architecture does reutilize pre 

computed blocks, in the sense that the same hardware is 

shared during encryption and decryption as much as 

possible. The design has been implemented on Xilinx 

XCVe1000-8bg560 device. The performance of the 

architecture has been compared with existing results in 

the literature and has been found to be the most efficient 

(throughput/area) implementation of the AES algorithm. 

 Here presented a single chip encryptor/decryptor of 

reconfigurable AES algorithm. The design exploits the 

theory of composite field arithmetic GF(((22)2)2) to 

compute all nonlinear operations of S-boxes and thus 

optimizes the hardware complexity. It does reutilize 

precomputed blocks. The same hardware is shared in 

encryption and decryption as much as possible. After 

exhaustive survey in literature we have seen that this is 

the first work of single chip encryptor/decryptor core 

implementation of AESRijndael which can work under 

any possible (128, 192 and 256-bit) key or data bit 

frames. 

III. PROPOSED SYSTEM 

 

 To design a technology which can work both on the 

cell phone and the ARM embedded micro controller to 

have a safe  and secured communication in the real time 

environment .This has lot of advantages and the 

message is made to remain integrated using the 

encryption and the decryption technology and  we are 

using the latest operating system in the cell phone to 

implement the same in the real time environment. 

 In this paper wanted to work on the latest ARM 

technology and at the same time would like to work on 

the latest Operating System in the real time 

environment. By working on this project i also get to 

learn about the latest Beagle board and its interface 

techniques. To port the android on the beagle board and 

design and develop an encryption and the decryption 

using the beagle and the ARM board using the GSM 

technology. 

IV. TECHNOLOGY USED IN PROPOSED 

SYSTEM 

  Android is an operating system for mobile devices 

such as smartphones and tablet computers. It is 

developed by the Open Handset Alliance led by Google.  

 Google purchased the initial developer of the 

software, Android Inc., in 2005. The unveiling of the 

Android distribution on November 5, 2007 was 

announced with the founding of the Open Handset 

Alliance, a consortium of 84 hardware, software, and 

telecommunication companies devoted to advancing 

open standards for mobile devices. Google released 

most of the Android code under the Apache License, a 

free software license. The Android Open Source Project 

(AOSP) is tasked with the maintenance and further 

development of Android.  

 Android consists of a kernel based on the Linux 

kernel, with middleware, libraries and APIs written in C 

and application software running on an application 

framework which includes Java-compatible libraries 

based on Apache Harmony. Android uses the Dalvik 

virtual machine with just-in-time compilation to run 

Dalvik dex-code (Dalvik Executable), which is usually 

translated from Java bytecode.  

 Android has a large community of developers 

writing applications ("apps") that extend the 

functionality of the devices. Developers write primarily 

in a customized version of Java. There are currently 

approximately 400,000 apps available for Android, from 

a total of 600,000 apps over the life of Android. Apps 

can be downloaded from third-party sites or through 

online stores such as Android Market, the app store run 

by Google. 
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 Android was listed as the best-selling smartphone 

platform worldwide in Q4 2010 by Canalys with over 

200 million Android devices in use by November 2011 

V.  ENCRYPTION ALGORITHM 

IMPLEMENTATION 

 As we know， the efficiency of data encryption is 

very important. In the encryption system, the software is 

based on Java platform and the main work to do is the 

software designation based on Java/Embedded library. 

The application has asks user to enter destination 

number after that enter the text for encryption

 

Algorithm 1: Encryption of Message 

 

1:   for i 0 to arr.length do 

 2:   char a  arr[i] 

3:  int x (int)a; 

4:   int y x+3; 

5:   char b (char)y; 

6:    s s+b; 

7:    end for 

 

VI.  DECRYPTION ALGORITHM 

IMPLEMENTATION 

 In this paper message is decrypted at ARM7 ,it is 

interfaced with GSM and LCD display. Embeded C is 

used for Decryption purpose .following algorithm 2 

shows the logic of decryption 

Algorithm 2: Decryption of Message  

 

 1:   For i o to str.length do 

 2:   Char a str[i] 

 3:    Int x (int)a 

  4:    Int y x-3 

   5:   Char b  (char)y 

  6:     z z+b; 

7:      end for 

 

VII. CONCLUSIONS  

 In this paper an encryption system based on android 

application is designed, which can encrypt the data and 

decryption system based on ARM7 is designed and 

realized in ARM7 16 bit THUMB instruction is used to 

reduce code density and increase the accuracy of results, 

which can decrypt the information. In order to improve 

the security of the private information , Own algorithms 

are designed for Encryption and Decryption, which are 

ASCII code   based on character. Our proposed system 

is more securable compare to other standard algorithm 

of Encryption and Decryption since hackers don’t 

anything about our own designed algorithm . In this 

paper decrypted message is displayed in LCD display at 

Receiver .  
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Abstract - This paper talks about an innovative solution to solve the problems faced by the visually impaired, by making them 

visually more  independent.  This technology helps them read any book and it also translates video  images  from  a  camera  into 

audible sound . The presence of GPS helps them to find  out their location at any instance. 
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I. INTRODUCTION  

 Visual perception is the ability to interpret 

information and surroundings from the effects of visible 

light reaching the eye. It’s  ironical to note that  some of 

our contemporaries  are  deprived  of this wonderful 

ability of vision. This paper aims at bringing a new life 

to these people. The IAC is a device that                         

Visual perception is the ability to interpret information 

and surroundings from the effects of visible 

light reaching the eye. It’s  ironical to note that  some of 

our contemporaries  are  deprived  of this wonderful 

ability of vision. This paper aims at bringing a new life 

to these people. The IAC is a device that consists of a 

camera which is  attached  to  the  glasses  that  the  

person wears,  placed  near  the forehead  . This  in  turn  

is connected  to a portable  embedded  system,  which 

processes the input image, and convertes it to sound  

that  can be heard  through an earphone. The IAC works  

in  two main  modes.  In  the  EXAMINE mode,  the 

processor  converts  the  images  to sound ,  thus  

leading  to synthetic  vision leading to  sensations  by  

exploiting the  neural plasticity of the human brain  

through training. In the INTERPRET mode, the camera 

takes the  picture of the text that is to be read   and   

converts  the  text  to  speech  with  the  help  of 

embedded  technology . GPS  is also attached  to  help 

them  find  out  where they  are  and  feedback   is  given  

in the  form  of  audio .  It   gives  them   a  sense  of  

distance , direction, and  visual  perception, not  just  for  

a  single object but also for  multiple objects. Thus  the 

IAC helps the visually impaired to read, and navigate 

without human intervention. 

PRESENT DAY TECHNOLOGIES 

 Most visually challenged people use I-canes, that  

direct  the person based  on  the obstacles  found  in the 

path. It sends out ultrasonic waves and  based  on  the  

reflected  wave  the  cane  directs  the person. One main  

disadvantage  of  these canes  is that  it blindly picks up 

a direction to avoid the obstacle which in turn might 

mislead the person. The primary advantage of Braille  is  

that  it  allows  users to read  in a definite and preferred 

manner. However, they are large and unwieldy, that 

makes Braille books too cumbersome  to store. Another  

problem  is the  limited number  of   books  available  in  

Braille. Neural implants are a breakthrough among the 

technologies invented   for  visually  challenged. But   

there  are  many medical constrains and are very 

expensive. Moreover, it also involves a lot of risk as the 

life expectancy of the individual is at stake. Thus,  none  

of  these  technologies  provide  an  efficient solution to 

the problems faced by the visually impaired, and it 

causes more problems than it solves. 

MY IDEA 

     My idea is to propose an innovative and simple 

solution to solve the problems faced by the visually 

challenged people. Using the IAC, they can read any 

book, provided the camera captures the page that is to be 

read. The text from the image is   extracted   and    the  

corresponding   ASCII   codes   are generated, which  is 

converted  to audio  with the help of the inbuilt  

vocabulary  to  speech  convertor. The  IAC is attached   

with  projections  that   help  them   to  play,  pause,  
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move  forward  and back. Other than just reading the 

text, it also  works  in another  mode  known as the 

Examine mode,   in  which  any   picture   is  converted  

to  its  corresponding frequency  range  that is played in 

the earphone. The person is trained  to  these  sounds  

and  thus  can  figure out  what his surrounding  looks  

like. In short, the  processor converts the images   to   

sound,  thus   leading  to  synthetic   vision , by 

exploiting the neural plasticity of  the  human brain  

through training. It scans  each  camera  snapshot  from  

left  to right, sounds on  the left or right respectively. 

The device can be muted at any  instance, to hear  

external  sounds.  

HUMAN EYE AND THE BRAIN 

 The individual components of the eye work in a 

manner similar to a camera. Each part plays a vital role 

in providing clear vision, with the camera behaving 

much like a lens cover. As the eye’s main focusing 

element, the cornea takes widely diverging rays of light 

and bends them through the pupil, the dark, round 

opening in the centre of the coloured iris. The iris and 

the pupil act like the aperture of a camera. Next in line is 

the lens which acts like the lens in a camera, helping to 

focus the light to the back of the eye.  

 The very back of the eye is lined with a layer called 

retina which acts very much like the film of the camera. 

The retina is a membrane containing photoreceptor 

nerve cells that lines the inside back wall of the eye. The 

photoreceptor nerve cells of the retina change the light 

rays into electrical impulses and send them through the 

optic nerve to the brain, where an image is perceived. 

The centre 10% of the retina is called the mascula. This 

is responsible for sharp vision.  

 The  brain  of  the  visually  impaired  people  does  

not respond or detect the signals from the eye. The 

frame rate of the  eye  is  high  and  the  decoding  

process  is complicated because of the damage to the 

mascula. The visually challenged people are  more 

sensitive to touch and  sound, as  the  brain does  not  

have to spend time to the signals received by the eye and  

they  pay  more  attention to other sensory organs. 

OUTLINE MODEL OF THE DEVICE 

 As shown in the figure, the camera is attached  to 

the glasses, and  high power LEDs are also attached  to 

enhance the images captured in dim light. This in turn is 

connected to a portable  processor  comprising of  an 

embedded system that processes  the  necessary  

information from the input image. The processed data is 

converted   to  sound , which  can   be  heard  through 

earphones. The processor consists of  7  buttons to 

activate the following,  which  are   INTERPRET  mode,   

EXAMINE   mode, FORWARD,  PLAY/PAUSE,  

BACK, and MUTE. These buttons   have   projections,  

for  the  visually  challenged  to distinguish  them . I can 

assure you that this model once comes into existence 

can change the world of the blind people. 

Figure 1: Outline of IAC 

INTERNAL ARCHITECTURE OF IAC 

          The main blocks of the device are shown in the 

figure. The camera   is  used  to  capture  images of the  

surroundings,  which  has special  provisions for 

opening  and  closing the aperture  to protect  the  

CMOS sensors. This in turn is connected to the image 

processing unit, which has 2 main functions - control the 

aperture opening  and  histogram  equalisation, so that 

the errors due to surface reflection can be avoided. The  

images are stored  in the camera buffer and are sent to 

the data memory at an interval of   0.1  seconds  by  the  

time  counter. The  programmable Digital  Signal  

Processor  takes   the   input  from  the  data memory,  

processes  it  and  sends the processed signal to the 

respective blocks depending  upon  the  mode selected. 

The DSP is interfaced with the program and the data 

memory, in which the routine for   the  modes   are   

loaded   beforehand. The   DAC   unit converts   the  
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digital  signal  sent   by   the   processor,  into a 

corresponding analog signals, which is amplified and 

then played  in  the earphones. An external volume 

control switch is present to control the volume of the 

amplifier. In the EXAMINE mode, the images to be 

extracted is stored in the data memory, and the images 

are  transferred  to the processor, which in turn 

processes the image with the help of the routines loaded 

in the program memory. The text  is extracted  and  the  

corresponding  ASCII  values  are stored  in the data 

memory with the help of queue. 

 
                            Figure2: Proposed architecture of IAC 

When the play  button  is  pressed, the signal is sent to 

the DSP, which in  turn extracts  the data from the data 

memory and sends it to   the  buffer. This  buffer  sends   

the   data  to   the   voice dictionary, which  compares   

the   ASCII   values   with  the inbuilt  vocabulary  and  

plays  the note if the code matches; else the word is spelt 

out. The mode selection unit is used to select  the  mode 

of operation  of  the  IAC. The  interrupt controller  is 

used  to control the working of the processor in 

interpret, examine or dormant mode (mute) . The power 

section supplies  the  power for  the whole circuit with  

the  help of batteries.                   

MATHEMATICAL MODEL OF EXAMINE MODE 

 The IAC takes  the gray scale image for analysis 

purpose. In gray scale images, 255 represents a  white 

pixel and  0 represents a black  pixel and  intermediate 

values represent  the  percentage of  black and  white. 

For analysis  purpose, the  resolution is taken as 320 x 

240.      

 

Each row is assigned with a frequency of 300 to 30000 

Hz linearly.  

 

By solving these simultaneous equations, we get, 

 

By substituting the values on ‘n’ in the place of  x, we 

get the  corresponding  frequency  for  each   row  using  

this formula 

                       300 + 124.27 (x-1) = f 

Assuming  that  the  image  stored  is  ‘x’,  the value  of  

each  pixel  is  represented   by  x(m,n).  If  x(m,n)  is  0,   

the  corresponding  amplitude  is  0.  If   x(m,n)  is  255, 

Then  the amplitude  is 20. By  solving  this, we get 

 

Thus the amplitude of the sine wave can be computed 

by the equation , 

                           A = (0.078432) * x 

The frequency and amplitude  that is found  is 

substituted  in  

                           S = A Sin [2 (pi) f t] 

And  thus  a sine wave is plotted. This is done  to obtain  

the Sine wave for  each pixel. Each column has a 

particular time period, and  the whole image is 

processed  in 1 second. Thus for processing 1 column, it 

is 3.125  milliseconds.  
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FLOW CHART OF EXAMINE MODE 

 

                       Figure 4: Flow chart of Examine mode 

THE GLOBAL POSITIONING SYSTEM 

 The Global Positioning System (GPS) is a satellite-

based navigation system made up of a network of 24 

satellites placed into orbit by the U.S. Department of 

Defense. GPS was originally intended for military 

applications, but in the 1980s, the government made the 

system available for civilian use. GPS works in any 

weather conditions, anywhere in the world, 24 hours a 

day. There are no subscription fees or setup charges to 

use GPS. 

 A GPS receiver must be locked on to the signal of 

at least three satellites to calculate a 2D position 

(latitude and longitude) and track movement. With four 

or more satellites in view, the receiver can determine the 

user's 3D position (latitude, longitude and altitude). 

Once the user's position has been determined, the GPS 

unit can calculate other information, such as speed, 

bearing, track, trip distance, distance to destination, 

sunrise and sunset time and more. Today's GPS 

receivers are extremely accurate and easy to use and 

user friendly. 

FUTURE ENHANCEMENTS 

 The IAC is believed to shower light in the form of 

sound on the lives of many thousands of our fellow 

beings, who spend their  lives in darkness. Compared  to  

the  existing technolo-gies, the  IAC  is  much  cheaper  

and  efficient. Many improvements  can  be  brought 

about in  order  to overcome some  of  the  minor 

drawbacks  of  this device. Some of  the drawbacks are 

listed below: 

1.  Reading Newspapers and Magazines – the IAC is 

designed to read only printed text that is of 1 

column. 

2.  Use of IR cameras – With a normal camera images 

taken during  the night and  fogged conditions  are  

not clear. With the  help of  an  IR camera  the  

pictures will be clearer, thus analysis  will be more  

accurate.  

3.  Examine mode in various languages – The data fed 

in the DSP can be done  in various languages and 

selection of languages can also be an option. 

CONCLUSION 

 The IAC is hoped that producing sounds from 

images may lead  to visual experiences, which truly 

have the feel of vision. It  can  be  used  to  build  a  

more complete  mental map of  the environment. It  

gives them  a sense of  distance, direction, and visual 

perception for  multiple objects  and  landmarks that  

make  up  the  surrounding environment. Thus  the 

practical  implication of  the IAC would expose the 

visually challenged to the real world around them 

making them more confident and independent. 

BIBLIOGRAPHY 

[1]  S.Ferreira, C.Thillou, B.Gosselin, “From Picture to 

Speech: an innovative application for embedded 

environment” 

[2]  “An obstacle segmentation and classification system 

for the visually impaired”, Callaghan and  

Mahony Dept. of Mech. Eng., Cork Inst. of Technol., 

Cork, Ireland  

 [3] The metamodal organization of the brain – C.Casanova 

and M.Ptito Progress in Brain Research 

 [4]  V.Wu, R.Manmatha, “Textfinder:an automatic system 

to detect and recognize text in images” 

[5]  Miriam Leon and Antoni Gasull, “Text Detection in 

images and Video Sequences”. 

[6]  Hae Yong Kim, “Segmentation – free Printed 

Character Recognition by Relaxed Nearest Neighbour 

Learning of Windowed Operator”. 

[7]  “Digital Image Processing Using MATLAB”, by 

Rafael C.Gonzalez, Richard E.Woods, Steven.L.Eddins 

[8]    Gonzalez, Woods, “Digital Image Processing”, 1994.           

 



 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

35 
 

 

Peak and Average Power Reduction Technique 

For Digital Circuits Using Scan-Based BIST 

 

 
B.Srinivasa Rao &  B.Kondalu 

ECE Department, ASR COLLEGE OF ENGINEERING, TANUKU, INDIA. 

E-Mail : kondalu_ec037@yahoo.co.in ,vasu5717@gmail.com  

 

Abstract -   Technology provides smaller, faster and lower energy devices which allow more powerful and compact circuitry. 

Thermal and shot-noise estimations alone suggest that the fault rate of an individual nanoscale device may be orders of magnitude 

higher than today’s devices. This work provides combinational logic to be susceptible to faults. So, in order to test any circuit or 

device this work requires separate testing technique which should be done automatically. For that purpose, going for Built in self test 

(BIST). (BIST), test patterns are generated and applied to the circuit-under-test (CUT) by on-chip hardware and minimizing 

hardware overhead is a major concern of BIST implementation.  

  This paper presents a low hardware overhead test pattern generator (TPG) for scan-based built-in self-test (BIST)that can reduce 

switching activity in circuits under test (CUTs)during BIST and also achieve very high fault coverage with reasonable lengths of test 

sequences. The proposed BIST TPG decreases transitions that occur at scan inputs during scan shift operations and hence reduces 

switching activity in the CUT. Test patterns generated by the LT-RTPG detect easy-to-detect faults and test patterns generated by the 

3-weight WRBIST detect faults that remain undetected after LT-RTPG patterns are applied. The proposed BIST TPG does not 

require modification of mission logics, which can lead to performance degradation. Experimental results for ISCAS’89 benchmark 

circuits demonstrate that the proposed BIST can significantly reduce switching activity during BIST while achieving 100% fault 

coverage for all ISCAS’89 benchmark circuits. Larger reduction in switching activity is achieved in large circuits. Experimental 

results also show that the proposed BIST can be implemented with low area overhead. 

 

Keywords— BIST, Bit-swapping LFSR, scan-chain-ordering, Hamming Distance, Fault Coverage, Low power testing, power 

dissipation during test application, random pattern testing. 
 

 
I. INTRODUCTION  

 In recent years, the design for low power has 

become one of the greatest challenges in high-

performance very large scale integration (VLSI) design. 

As a consequence, many techniques have been intro- 

duced to minimize the power consumption of new 

VLSI systems. However, most of these methods focus 

on the power consumption during normal mode 

operation, while test mode operation has not normally 

been a predominant concern. However, it has been found 

that the power consumed during test mode operation is 

often much higher than during normal mode operation 

[1]. This is because most of the consumed power results 

from the switching activity in the nodes of the circuit 

under test (CUT), which is much higher during test 

mode than during normal mode operation [1]–[3]. 

 Several techniques that have been developed to 

reduce the peak and average power dissipated during 

scan-based tests can be found in [4] and [5]. A direct 

technique to reduce power consumption is by running the 

test at a slower frequency than that in normal mode. This 

technique of reducing power consumption, while easy to 

implement, significantly increases the test application 

time [6]. Furthermore, it fails in reducing peak-power 

consumption since it is independent of clock frequency. 

 Another  category of techniques used to reduce 

the power  con- sumption in scan-based built-in self-

tests (BISTs) is by  using scan- chain-ordering 

techniques [7]–[13]. These  techniques aim to reduce 

the average-power consumption  when scanning in test 

vectors and scanning out captured  responses. Although 

these algorithms aim to reduce average-power 

consumption, they can reduce the peak power that may 

occur in the CUT during the scanning  cycles, but not 

the capture power that may result during  the  test 

cycle (i.e., between launch and capture). 

 The design of low-transition test-pattern 

generators (TPGs) is one of the most common and 

efficient techniques for  low-power tests [14]–[20]. 

These algorithms modify the test vectors generated 

by the LFSR to get test vectors with  a low number 

of transitions. The main drawback of these algorithms is 

that they aim only to reduce the average-power 

consumption while loading a new test vector, and they 

ignore  the power consumption that results while 

scanning out the captured response or during the test 
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(cells j and k), if we apply a sufficient number of test 

vectors to the CUT, then the values of cells j and k are 

similar in 75% of the applied vectors. Hence, assume 

that we have cell x which is a function of cells y and 

z. If the value that cell x will have in the captured 

response is the same as its value in the applied test 

vector (i.e., no transition will happen for this cell in the 

test cycle) in the majority of cases where cells y and z 

have the same value, then we connect cells y and z 

together on the scan chain, since they will have the 

same value in 75% of the cases. This reduces the 

possibility that cell x will undergo a transition in the 

test cycle. The steps in this algorithm are as follows. 

1) Simulate the  C U T  fo r   the  test  

patternsgenerated  by   the BS-LFSR. 

2)  Identify the group of vectors and responses that 

violate the peak power. 

3)   In these vectors, identify the cells that mostly 

change their values in the test cycle and cause the 

peak-power violation. 

4)   For each cell found in step 3), identify the cells that 

play the key role in the value of this cell in the test 

cycle. 

5)   If it is found that, when two cells have a similar 

value  in the applied test vector, the concerned cell 

will most probably have no transition in the test 

cycle, then connect these cells together. If it is 

found that, when two cells have a different value, 

the cell under consideration will most probably 

have no transitions in the test cycle, then connect 

these cells together through an inverter. 

 It is important to note that this phase of ordering is 

done  when necessary only, as stated in step 2 of the 

algorithm description that the group of test vectors that 

violates the peak power should be identified first. 

Hence, if no vector violates the peak power, then this 

phase will 

TABLE   IV 
TEST LENGTH NEEDED  TO GET TARGET FAU LT 

COV E R AG E F O R LFSR AND BS-LFSR 

 

TABLE   V 
EXPERIMENTA L RESULTS OF AVERAGE- 

AND PEAK-POW E R REDUCTION  
OBTAINED B Y USING T HE PRO POSED 

TECHNIQU ES  

 not be done. In the worst case, this phase is performed 

in few subsets of the cells. This is because, if this phase of 

ordering is done in all cells of the scan chain, then it will 

destroy the effect of algorithm found in [11] and will 

substantially increase the computation time. 

V.  EXPERIMENTA L RESULTS  

 A group of experiments was performed on full-

scan ISCAS’89 benchmark circuits. In the first set of 

experiments, the BS-LFSR is evaluated regarding the 

length of the test sequence needed to achieve certain 

fault coverage with and without the scan-chain-

ordering algorithm. Table IV shows the results for a 

set of ten benchmark circuits. The columns labeled n, 

m, and PI refer to the sizes of the LFSR, the number 

of flip-flops in the scan chain, and the number of 

primary inputs of the CUT, respectively. The column 

labeled RF indicates the percentage of redundant faults 

in the CUT, and fault coverage (FC) indicates the 

target fault coverage where redundant faults are 

included. The last four columns show the test length 

needed by a deterministic test (i.e., the optimal test 

vector set is stored in a ROM), a conventional LFSR, a 

BS-LFSR with no scan-chain ordering, and the BS-

LFSR with scan-chain ordering, respectively. The 

results in Table IV show that the BS-LFSR needs a 

shorter test length than a conventional LFSR for many 

circuits even without using the scan- chain-ordering 

algorithm. It also shows that using the scan-chain- 

ordering algorithm with BS-LFSR will shorten the 

required test length. The second set of experiments is 

used to evaluate the BS-LFSR together with the 

proposed scan-chain-ordering algorithm in reduce- ing 

average and peak power. For each benchmark circuit, the 

same numbers of conventional LFSR and BS-LFSR 

patterns are applied to the full scan configuration. Table 

V shows the obtained results for the same benchmark 

circuits as in Table IV. The column labeled test length 

(TL) refers to the number of test vectors applied to the 
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Abstract - In this we are utilizing LPC2400 series microprocessors to develop Elevator multimedia display. The microcontrollers 

have a powerful processor with 4 kB of RAM, two Controller Area Network (CAN) channels, and a LCD control and so on. All of 

these features make the LPC2400 particularly suitable for industrial control and medical systems. Through the memory controller, 

we transfer flash disk image data to Nor Flash. Then, sending the pictures data to the LCD control buffer and the pictures will be on 

the LCD screen. At the same time, we monitor the status of the elevator control board and transmit information, and displaying floor, 

the elevator status, and temperature timely. 

Keywords: CAN, On-Chip interconnect, ARM ,  

 
I. INTRODUCTION  

 Nowadays Elevators are being used almost in all 

shopping malls, complexes, apartments and offices, etc. 

In this paper, we aim at, not only controlling the 

elevators movement; we also propose a mechanism to 

monitor the status inside the elevator, position of the 

elevator. Instead of these modules we are displaying the 

information to the LCD screen. The information we 

display is the text i.e. the floor information, its status, 

the temperature level etc..In addition to this we can send 

some pictures related to notices or any important 

information or any advertisements. In Commercial point 

of view it has a lot of scope. 

 The application development of embedded display  

terminal based on ARM microprocessor is developed, 

by applying  32 bit RISC key microprocessor technique, 

embedded software technology, embedded GUI 

(Graphics User Interface) technology,  CAN bus 

communication technology, information storage and  

management technology etc.[2]. The design of 

embedded hardware platform, of which the core is 

LPC2400CPU, is completed. 

 In our existing system, we can’t get any intimation 

about the environmental conditions inside the elevator. 

An elevator. Elevators are generally powered by electric 

motors that either drive traction cables or counterweight 

systems like a hoist, or pump hydraulic fluid to raise a 

cylindrical piston like a jack. There is no safeness in the 

existing systems. There is no provision to monitor the 

things happening inside the elevator .These things are 

extremely helpful in certain conditions. If anything 

happens inside the elevator or it is strucked in order to 

see it we should have some mechanism. There is no 

provision to control the elevator movement from the 

outside environment. This is extremely useful at the 

break down times. We overcome the above concepts or 

limitations in our proposed system. 

 Rest of the paper is organized as follows. In section 

II explains about the ARM 7 micro controller. Section 

III explains about CAN Communication Technology.  

Section IV describes the Proposed System. Section V 

about experimental results and in Section VI discusses 

conclusions. 

II.  OVERVIEW OFARM 7 MICRO 

CONTROLLER 

 The ARM is a 32-bit reduced instruction set 

computer (RISC) instruction set architecture (ISA) 

developed by ARM Limited. It was known as the 

Advanced RISC Machine, and before that as the Acorn 

RISC Machine. The ARM architecture is the most 

widely used 32-bit ISA in terms of numbers produced 

They were originally conceived as a processor for 

desktop personal computers by Acorn Computers, a 

market now dominated by the x86 family used by IBM 

PC compatible computers. But the relative simplicity of 

ARM processors made them suitable for low power 

applications[3]. This has made them dominant in the 

mobile and embedded electronics market as relatively 

low cost and small microprocessors and 

microcontrollers. 

 The LPC2119/2129/2194/2292/2294 is based on a 

16/32 bit ARM7TDMI-STM CPU with real-time 

emulation and embedded trace support, together with 
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128/256 kilobytes (kB) of embedded high speed flash 

memory[4]. A 128-bit wide internal memory interface 

and unique accelerator architecture enable 32-bit code 

execution at maximum clock rate. For critical code size 

applications, the alternative 16-bit Thumb Mode reduces 

code by more than 30% with minimal performance 

penalty. 

 With their compact 64 and 144 pin packages, low 

power consumption, various 32-bit timers, combination 

of 4-channel 10-bit ADC and 2/4 advanced CAN 

channels or 8-channel 10-bit ADC and 2/4 advanced 

CAN channels (64 and 144 pin packages respectively), 

and up to 9 external interrupt pins these microcontrollers 

are particularly suitable for industrial control, medical 

systems, access control and point-of-sale. Number of 

available GPIOs goes up to 46 in 64 pin package. In 144 

pin packages number of available GPIOs tops 76 (with 

external memory in use) through 112 (single-chip 

application). Being equipped wide range of serial 

communications interfaces, they are also very well 

suited for communication gateways, protocol converters 

and embedded soft modems as well as many other 

general-purpose applications. 

III. CAN COMMUNICATION TECHNOLOGY 

 The Controller Area Network (the CAN bus) is a 

serial communications bus for real-time control 

applications, operates at data rates of up to 1 Megabits 

per second, and  has excellent error detection and 

confinement capabilities[1]. CAN was originally 

developed  by the German company, Robert Bosch, for 

use in cars, to provide a cost-effective  communications 

bus for in-car electronics and as alternative to expensive, 

cumbersome  and unreliable wiring looms and 

connectors. The car industry continues to use CAN for 

an increasing number of applications, but because of its 

proven reliability and robustness, CAN is now also 

being used in many other control applications  

 The LPC 2129 are based on a 16/32-bit 

ARM7TDMI-S CPU with real-time emulation and 

embedded trace support, together with 64/128/256 kB of 

embedded high-speed flash memory[10]. A 128-bit wide 

memory interface and unique accelerator architecture 

enable 32-bit code execution at maximum clock rate. 

For critical code size applications, the alternative 16-bit 

Thumb mode reduces code by more than 30 pct with 

minimal   performance   penalty.     With   their   

compact   64-pin   package,   low   power  consumption, 

various 32-bit timers, 4-channel 10-bit ADC, two 

advanced CAN channels, PWM channels and 46 fast 

GPIO lines with up to nine external interrupt pins these 

microcontrollers   are   particularly   suitable   for   

automotive   and   industrial   control applications, as 

well as medical systems and fault-tolerant maintenance 

buses. With a wide range of additional serial 

communications interfaces, they are also suited for 

communication gateways and protocol converters as 

well as many other general-purpose applications. 

 

Fig 1: CAN Layers 

 This  interface  /  protocol  was  designed  to  allow  

communications  with  in  noisy  environments.  The 

LPC 2129 has two CAN controller modules. Each CAN 

controller has a register structure and the 8-bit registers 

of those devices have been combined into 32-bit words 

to allow simultaneous access in the ARM environment. 

In this we are utilizing one CAN channel for 

transmitting the information and other CAN channel for 

receiving the information. The information is related to 

temperature or text or it may be graphical image also. 

IV. PROPOSED SYSTEM 

 The Proposed System provides more robustness to 

the elevator system. In our proposed system, the 

elevator movement is controlled using keypad. When a 

key is pressed the Arm processor senses the key pressed 

and make the elevator control motor to run and stop 

accordingly. In the elevator a cctv camera is attached, 

which is used to monitor inside of the elevator, through 

pc. The temperature inside the elevator is obtained using 

temperature sensor, which is given to the ARM 

processor. Using Graphic lcd two or three images can be 

displayed based on the command from specific keys. 

These images display the advertisements, trademarks, 

logos and any important notices. 

 In order to implement the design on ARM board, 

first we had developed and implemented the design on 

the basic microcontroller AT89C51.In this temperature 

sensor is interfaced with the microcontroller. The 

Temperature Sensor we used here is LM35.The ADC 

utilized is 0808.The sensed temperature is analog so to 

show the reading in the lcd we need a analog to digital 
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converter which if of type successive approximation. So 

the interfacing part of LCD, ADC, and temperature 

sensor to the microcontroller are show in the following 

snapshots. 

 

Fig 2: Block Diagram of Proposed System 

A. POWER SUPPLY 

       The power supply section delivers constant output 

regulated power supply. A 0-12V/1 mA transformer is 

used for this purpose. The primary of this transformer is 

connected in to main supply through on/off switch& 

fuse for protecting from overload and short circuit 

protection. The secondary is connected to the diodes to 

convert 12V AC to 12V DC voltage. And filtered by the 

capacitors, which is further regulated to +5v, by using 

IC 7805. 

B. KEYPAD CONTROLLER 

     The Keypad Controller is provided with 6 keys in 

which each key specifies the position of the elevator. In 

this way we are controlling the elevator. Each key is 

provided with a resistor to overcome high currents. 

C. TEMPERATURE SENSOR 

 The temperature sensor used in the proposed system 

is LM35. It is an integrated circuit sensor that can be 

used to measure temperature with an electrical output 

proportional to the temperature (inoC). The advantage of 

LM35 compared to other temperature sensors are we 

can measure temperature more accurately than a using a 

thermistor, The sensor circuitry is sealed and not subject 

to oxidation, The LM35 generates a higher output 

voltage than thermocouples and may not require that the 

output voltage be amplified.  

D. GRAPHICAL LCD 

 A liquid crystal display (LCD) is a flat panel 

display, electronic visual display, or video display that 

uses the light modulating properties of liquid 

crystals (LCs).The features of the LCD used are, it is 

128x64 LCD which implies 128 columns and 64 rows. 

In total there are (128x64 = 1024) pixels. This LCD is 

divided equally into two halves. Each half is controlled 

by a separate controller and consists of 8 pages. Each 

page consists of 8 rows and 64 columns. So tw o 

horizontal pages make 128 (64x2) columns and 8 

vertical pages make 64 rows (8x8). 

The 16x2 Character LCDs have their own limitations; 

they can only display characters of certain dimensions. 

The Graphical LCDs are thus used to display 

customized characters and images. The Graphical LCDs 

find use in many applications; they are used in video 

games, mobile phones, and lifts etc. as display units 

E. DC MOTOR 

 An electric motor is a machine used to convert 

electrical energy to mechanical energy. In this paper the 

motor is used to replicate an elevator model. Motor 

output pins are connected to relays, which are used to 

trigger motor. 

F. ARM PROCESSOR 

 The ARM7TDMI-S is a general purpose 32-bit 

microprocessor, which offers high performance and very 

low power consumption[7]. The ARM architecture is 

based on Reduced Instruction Set Computer (RISC) 

principles, and the instruction set and related decode 

mechanism are much simpler than those of micro 

programmed Complex Instruction Set Computers. This 

simplicity results in a high instruction throughput and 

impressive real-time interrupt response from a small and 

cost-effective processor core[8]. 

 Pipeline techniques are employed so that all parts of 

the processing and memory systems can operate 

continuously. Typically, while one instruction is being 

executed, its successor is being decoded, and a third 

instruction is being fetched from memory.  

 The ARM7TDMI-S processor also employs a 

unique architectural strategy known as THUMB, which 

makes it ideally suited to high-volume applications with 

memory restrictions, or applications where code density 

is an issue[9].The key idea behind THUMB is that of a 

super-reduced instruction set. Essentially, the 

ARM7TDMI-S processor has two instruction sets, the 

standard 32-bit ARM instruction set and a 16-bit 

THUMB instruction set. 

 The THUMB set’s 16-bit instruction length allows 

it to approach twice the density of standard ARM code 

while retaining most of the ARM’s performance 

advantage over a traditional 16-bit processor using 16-

bit registers. This is possible because THUMB code 

operates on the same 32-bit register set as ARM code. 



 Elevator Display Unit And Control System     

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

45 
 

THUMB code is able to provide up to 65% of the code 

size of ARM, and 160% of the performance of an 

equivalent ARM processor connected to a 16-bit 

memory system. 

G.  CAN 

 The LPC 2129 has two CAN controller modules.  It 

can support data rate up to 1Mbits/sec.  Each CAN 

controller has a register structure and the 8-bit registers 

of those devices have been combined into 32-bit words 

to allow simultaneous access in the ARM environment. 

A brief description of CAN protocol is given in 

section III. 

(i) Why CAN 

 We have so many serial protocols in use. Some of 

them are UART, SPI, and I2C each having its own 

disadvantage.  

 UART is a character based protocol for serial 

communications. UART is best applicable to devices 

which will be sending a message, but the individual 

characters of the message may be sent at an inconsistent 

rate.  

 The Serial Peripheral Interface Bus or SPI bus is a 

synchronous serial data link standard named by 

Motorola that operates in full duplex mode. The 

disadvantages includes it requires more pins on IC 

packages than I²C, even in the "3-   Wire" variant, No 

hardware flow control by the No hardware slave 

acknowledgment, it Supports only one master device, 

No error-checking protocol is defined. 

 I²C (Inter-Integrated Circuit; generically referred to 

as "two-wire interface") is a multi-master serial single-

ended computer bus invented by Philips that is used to 

attach low-speed peripherals to a motherboard, 

embedded system, or cell phone or other electronics. 

Common I²C bus speeds are the 100 kbit/s standard 

mode and the 10 kbit/s low-speed mode, but arbitrarily 

low clock frequencies are also allowed. The limitations 

includes I²C supports a limited range of speeds. Hosts 

supporting the multi-megabit speeds are rare, I2C is a 

shared bus, there is the potential for any device to have a 

fault and hang the entire bus. 

V. EXPERIMENTAL RESULTS 

 The CAN Protocol was successfully implemented 

in ARM7 Microcontroller to monitor and display the 

temperature inside the elevator. The design for the 

model is successfully simulated and verified in keil 

compiler[5][6]. The Hardware is designed in such a way 

to display the status of elevator such as floor 

information and destination floor. The Images are 

displayed in the LCD when the elevator moves from one 

floor to other floor. The Temperature information is 

displayed in LCD by using CAN Controller. The 

Practical Hardware is implemented as shown in Fig 3. 

 

 
         Fig 3: Hardware Kit of Proposed System 

 

Fig 4: Implementation of Proposed System 

VI. CONCLUSION 

 In this paper, we propose a design scheme of 

elevator multimedia lcd based on ARM chip. The data 

terminal based on ARM embedded system is actualized. 

Through the experiment, it is proved that the veracity of 

parameter transmit based on CAN bus is very high and 

the display module can easily plug and play. Therefore, 

this control method and communication module has 

more reliability and mobility if wireless communication 

is employed.. As a field equipment bus, the CAN is 

more reliable and higher performance to price ratio than 

other bus.   

 To sum up, because of the superior performance of 

ARM system and the reliability and real-time 

performance of the data transmitted on CAN bus, the 

CAN bus combined with ARM is appropriate to 

industry and it has wide applied foreground in process 

control, motor manufacture equipment and so on. 
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Abstract - In this paper License plate recognition (LPR) is proposed using Bernsen algorithm and   support vector machine (SVM) 

integration. Bernsen algorithm mainly used for binarization, it also performs the shadow removal by combining with Gaussian filter 

where as SVM is used for character recognition. Our algorithm is robust to the variance of illumination, view, angle, position, size, 

color of license plate while working in a complex environment. 
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I. INTRODUCTION  

 Automatic vehicle identification is an essential 

stage in intelligent traffic systems. Nowadays vehicles 

play a very big role in transportation. Also the use of 

vehicles has been increasing because of population 

growth and human needs in recent years. Therefore, 

control of vehicles is becoming a big problem and much 

more difficult to solve.[1] 

 Automatic vehicle identification systems are used 

for the purpose of effective control. License plate 

recognition (LPR) is a form of automatic vehicle 

identification. It is an image processing technology used 

to identify vehicles by only their license plates. Real 

time LPR plays a major role in automatic monitoring of 

traffic rules and maintaining law enforcement on public 

roads . Since every vehicle carries a unique license 

plate, no external cards, tags or transmitters need to be 

recognizable, only license plate. 

 Different applications may mean rather different 

License Plate Recognition Systems in terms of layout, 

hardware and technology, and even for the same 

applications manufacturers provide LPR systems with 

similar functionality but quite different structure. [2] 

 LICENSE PLATE RECOGNITION (LPR) plays an 

important role in numerous applications such as 

unattended parking lots security control of restricted 

areas and traffic safety enforcement.  

 A typical system for LPR consists of four parts, i.e., 

obtaining an image of the vehicle, license plate 

localization and segmentation, character segmentation 

and standardization, and character recognition. These 

things will be discussed in further section. 

II. RELATED WORK 

 Recognition algorithms reported in previous 

research are generally composed of several processing 

steps, such as extraction of a license plate region, 

segmentation of characters from the plate and 

recognition of each character. Papers that follow this 

three step framework are covered according to their 

major contribution in this section. The major goal of this 

section is to provide a brief reference source for the 

researchers involved in license plate identification and 

recognition, regardless of particular application areas 

(i.e., billing, traffic surveillance etc.). [2][3] 

 As far as extraction of the plate region is concerned, 

techniques based upon combinations of edge statistics 

and mathematical morphology featured very good 

results. In these methods gradient magnitude and their 

local variance in an image are computed. They are based 

on the property that the brightness change in the license-

plate region is more remarkable and more frequent than 

elsewhere. Block-based processing is also supported. 

Then, regions with a high edge magnitude and high edge 

variance are identified as possible license plate regions. 

Since this method does not depend on the edge of 

license-plate boundary, it can be applied to an image 

with unclear license-plate boundary and can be 

implemented simply and fast. A disadvantage is that 

edge-based methods alone can hardly be applied to 

complex images, since they are too sensitive to 

unwanted edges which may also show high edge 

magnitude or variance (e.g., the radiator region in the 

front view of the vehicle).  

 Fuzzy logic has been applied to the problem of 

locating license plates. The authors made some intuitive 
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rules to describe the license plate, and gave some 

membership functions for the fuzzy sets “bright”, 

“dark”, “bright and dark sequence”, “texture” and 

“yellowness” to get the horizontal and vertical plate 

positions. [7][8] 

 But these methods are sensitive to the license plate 

color and brightness and need longer processing time 

from the conventional color-based methods. 

Consequently, in spite of achieving better results, they 

still carry the disadvantages of the color-based schemes. 

 Gabor filters have been one of the major tools for 

texture analysis. This technique has the advantage of 

analyzing texture in an unlimited number of directions 

and scales. A method for license plate location based on 

the Gabor Transform is presented in an ultimate number 

of directions and scales.  

 The results were encouraging (98% for LP 

detection) when applied to digital images acquired 

strictly in a fixed and specific angle. But, the method is 

computationally expensive and slow for images with 

large analysis. [5][6] 

 For a 2D input image of size NxN and a 2D Gabor 

filter of size WxW, the computational complexity of 2D 

Gabor filtering is in the order of W2N2, given that the 

image orientation is fixed at a specific angle. Therefore, 

this method was tested on small sample images and it 

was reported that further work remain to be done in 

order to alleviate the limitations of 2D Gabor  

filtering. [10] 

 In this paper, our work focuses on a solution for 

image disturbance resulting from uneven illumination 

and various outdoor conditions such as shadow and 

exposure, which are generally difficult for obtaining 

successful processed results using traditional binary 

methods. Additionally, we discussed the feature 

extraction methods for Kannada, English, and numeric 

characters and adopted a support vector machine (SVM) 

for classification. The novel contributions of this paper 

are given as follows: 1) a novel binary method, i.e., the 

shadow removal method, which is based on an improved 

Bernsen algorithm combined with the Gaussian filter; 

and 2) a character recognition algorithm, which is the 

SVM integration, where the character features are 

extracted from the elastic mesh and the entire address 

character string is taken as the object of study, as 

opposed to a single character. 

III. IMPLEMENTATION 

 Implementation of LPR system involves the four 

steps namely preprocessing, localization, enhancement 

and segmentation. 

 The structure of LPR is shown in figure 1. 

Start

Image smoothing  using 

Gaussian function

Color conversion

Gray  | ( YCbCr)

Frame generation 
(Single)
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Video or Image

Resize
120*160

240*320

Binarization local 

Otsu/Berenson

Candidate (LP) search 
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A
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 Figure 1: Structure of the LP Extraction system 

 1. Preprocessing: In this step will take the input 

that may be image or video then convert in to frames. 

Take individual frame and resize that into 

320*240/160*120.convert color image to gray ,then do 

image smoothening using Gaussian filter then do 

binarization. For binarization will use the bernsen 

algorithm. 

 2. Algorithm Used - Bernsen Algorithm: It is 

mainly used for shadow removal. There are many other 

methods are there. Mainly Otsu and Adaptive 

thresholding. Otsu works on pixel based and Adaptive 

thresholding works on block based.  

 The method uses a user-provided contrast threshold. 

If the local contrast (max-min within the radius of the 

pixel) is above or equal to the contrast threshold, the 

threshold is set at the local mid-grey value (the mean of 

the minimum and maximum grey values in the local 

window).  

 If the local contrast is below the contrast threshold, 

the neighborhood is considered to consist only of one 

class and the pixel is set to object or background 

depending on the value of the mid-grey. 
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if ( local_contrast <= globalContrast) 

pixel = ( mid_gray >= 128 ) ? object: background 

else 

pixel = (pixel >= mid_gray ) ? object : background 

Local_ contrast: It means taking mean value of single 

block and fixing threshold for it. 

Global_contrast: For entire image will calculate 

threshold. 

 3. Localization: This will be done using CCA 

(Connected Component Analysis) algorithm. It works as 

follows: 

• Once region boundaries have been detected, it is 

often useful to extract regions which are not 

separated by a boundary. 

• Any set of pixels which is not separated by a 

boundary is call connected. 

• Each maximal region of connected pixels is called a 

connected component. 

• The set of connected components partition an image 

into segments. 

• Image segmentation is an useful operation in many 

image processing applications.[9] 

Connected Neighbors 

• Let @s be a neighborhood system. 

 4-point neighborhood system 

 8-point neighborhood system 

• Let c(s) be the set of neighbors that are connected to 

the point s. 

• For all s and r, the set c(s) must have the properties 

that 

 c(s) _ @s 

 r 2 c(s) , s 2 c(r) 

• Example: c(s) = {r 2 @s : Xr = Xs} 

• Example: c(s) = {r 2 @s : |Xr − Xs| < Threshold} 

•  In general, computation of c(s) might be very 

difficult, but we won’t worry about that. 

IV. EXPERIMENTAL RESULTS 

 Simulation is done by using matlab software. The 

results are as below 

Step1: First input image will be taken for preprocessing. 

 

 
Figure 2: License plate Recognition System 

Step 2: Input image is converted to grey image.  

 
Figure 3: Gray scale Image 

Step 3: Grey image is converted to Binary image using 

Bernsen’s algorithm. 

 
Figure 4: Binary Image 

Step 4: Smoothening of the image using Gaussian filter  

 
Figure 5: Noise removed Based on Area 
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Step 5: Noise removed based on height using CCA 

algorithm 

 
Figure 6: Noise removed Based on Height 

Step 6: Noise removed based on width 

 
Figure 7: Noise removed Based on Height 

Step 7: Identified License Plate 

 
Figure 8: Current License Plate 

CONCLUSION 

 In this paper we have implemented LPR system, 

using Berson and SVM algorithm. Bernsen algorithm is 

used for binarization & shadow removal, where SVM 

algorithm is used for character recognition. 

 This system is designed for identifying the vehicles 

and their owners in the casino environment, stolen 

vehicle identification in parking lots. 

 The Intelligent License Plate Recognition (ILPR) 

platform combined with the ITrak - Incident Reporting 

and Risk Management System, can improve the safety 

and security of both public and private facilities. 
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Abstract - As embedded memory area on-chip is increasing and memory density is growing, problem of faults is growing 

exponentially. Newer test algorithms are developed for detecting these new faults. These new March algorithms have much more 

number of operations than the March algorithms existing earlier. An architecture implementing these new algorithms is presented 

here. This is illustrated by implementing the newly defined March SS algorithm. Along with the fault diagnosis a word-oriented 

memory Built-in Self Repair methodology, which supports on-the-fly memory repair, is employed to repair the faulty locations 

indicated by the MBIST controller presented.  

 

Keywords- DCT Built-In Self Test (BIST); Built-In Self Repair (BISR); Defect-Per Million (DPM); Memory Built-in Self Test 

(MBIST); Microcoded MBIST; Memory Built-In Self Repair (MBISR). 

 
I. INTRODUCTION  

 According to the 2001 ITRS, today’s system on 

chips (SoCs) are moving from logic dominant chips to 

memory dominant chips in order to deal with today’s 

and future application requirements. The dominating 

logic (about 64% in 1999) is changing to dominating 

memory (approaching 90% by 2011) [1] as shown in 

Figure. 

 

Figure1. The future of embedded memory 

 These shrinking technologies give rise to new 

defects and new fault models have to be defined to 

detect and eliminate these new defects. These new fault 

models are used to develop new high coverage test and 

diagnostic algorithms. The greater the fault detection 

and  localization coverage, the higher the repair 

efficiency; hence higher the obtained yield. Memory 

repair is the necessary, since just detecting the faults is 

no longer sufficient for SoCs, hence both diagnosis and 

repair algorithms are required. Thus, the new trends in 

memory testing will be driven by the following items: 

�Fault modeling: New fault models should be 

established in order to deal with the new defects 

introduced by current and future (deep-submicron) 

technologies. 

�Test algorithm design: Optimal test/diagnosis 

algorithms to guarantee high defect coverage for the 

new memory technologies and reduce the DPM level. 

�BIST: The only solution that allows at-speed testing 

for embedded memories. 

�BISR: Combining BIST with efficient and low cost 

repair schemes in order to improve the yield and system 

reliability as well. 

 March SS [5] and March RAW [3] are examples of 

two such newly developed test algorithms that deal with 

detecting some recently developed static and dynamic 

fault models. A new microcoded BIST architecture is 

presented here which is capable of employing these new 

test algorithms. A word-oriented BISR array is used to 

repair the faulty memory locations as indicated by the 

BIST controller. The interface of repair array with BIST 

controller and Memory under test is shown in Figure 2. 
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Figure2. Principal Structure: MBIST and repair logic 

interface 

II.  MICROCODE MBIST CONTROLLER 

 The DPM screening of a large number of tests 

applied to a large number of memory chips showed that 

many 

 

wellknown fault models, developed before late 1990s 

failed to explain the occurrence of complex faults. This 

implied that new memory technologies involving high 

density of shrinking devices lead to newer faults. This 

stimulated the introduction of new fault models, based 

on defect injection and SPICE simulation. Some such 

newly defined fault models [2] are Write Disturb Fault 

(WDF), Transition Coupling Fault (Cft), Deceptive 

Read Disturb Coupling Fault (Cfdrd). Another class of 

faults called Dynamic faults which require more than 

one operation to be performed sequentially in time in 

order to be sensitized have also been defined. [3-4] 

 These new faults cannot be easily detected by 

established tests like March C-, rendering it insufficient/ 

inadequate for today’s and the future high speed 

memories. Thus architectures which have been 

developed to implement earlier tests like March C- may 

not be able to easily implement these newer test 

algorithms. The reason is that most of the newly 

developed algorithms have up to six or seven (or even 

more) number of test operations per test element. For 

example test elements M1 through M4 of March SS 

algorithm have five test operations per element. This is 

in contrast with some of the algorithms developed 

earlier like March B, MATS+, March Cwhich only had 

up to two operations per March element. Thus some of 

the recently developed architectures [6] that had been 

specifically designed to implement these older 

algorithms can only implement up to two march 

operations per march element, rendering them incapable 

of easily implementing the new test algorithms. 

The proposed architecture has the ability to execute 

algorithms with unlimited number of operations per 

March element. Thus almost all of the recently 

developed March algorithms can be successfully 

implemented and applied using this architecture. 

 This has been illustrated in the present work by 

implementing March SS algorithm. The same hardware 

has also been used to implement other new March 

algorithms. This requires just changing the Instruction 

storage unit, or the instruction codes and sequence 

inside the instruction storage unit. The instruction 

storage unit is used to store predetermined test pattern. 

A)  Methodology 

 The block diagram of the BIST controller 

architecture together with fault diagnosis interface 

through input MUX shown in Figure 3.  

 The BIST Control Circuitry consists of Clock 

Generator, Pulse Generator, Instruction Pointer, 

Microcode Instruction storage unit, Instruction Register. 

The Test Collar circuitry consists of Address Generator, 

RW Control and Data Control. 

 Clock Generator synthesizes local clock signals 

namely Clock2, Clock3, Clock4, Clock5 and Clock6 

based on the input clock (named Clock1) as shown in 

Figure 4. As can be easily seen from the figure, the 

derived clocks (Clock2 though Clock6) are all one 

fourth the frequency of the input clock, Clock1. Clock4 

and Clock5 are delayed versions of Clock3, whereas 

Clock6 is inverse of Clock3. These local clock signals 

are used for the rest of the circuitry as shown in  

Figure 3. 

 

Figure 4. Simulated waveform of Clock generator 

Module 

 Pulse Generator generates a ‘Start Pulse’ at 

positive edge of the ‘Start’ signal marking the start of 

test cycle. 
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 Instruction Pointer points to the next microword, 

that is the next march operation to be applied to the 

memory under test (MUT). Depending on the test 

algorithm, it is able to i) point at the same address, ii) 

point to the next address, or iii) jump back to a previous 

address.  

 The flowchart in Figure 5 precisely describes the 

functioning of the Instruction Pointer. 

 

 

Figure 5. Flowchart illustrating functional operation of 

Instruction Pointer 

 Here, ‘Run complete’ indicates that a particular 

march test operation has marched through the entire 

address space of MUT in increasing or decreasing order 

as dictated by the microcode. 

 Instruction Register holds the microword 

(containing the test operation to be applied) pointed at 

by the Instruction Pointer. The various relevant bits of 

microword are sent to other blocks from IR. 

 Address Generator points to the next memory 

address in MUT, according to the test pattern sequence. 

It can address the memory in forwards as well as 

backwards direction. RW Control generates read or 

write control signal for MUT, depending on relevant 

microword bits. Data Control generates data to be 

written to or expected to be read out from the memory 

location being pointed at by the Address Generator. 

 The Address Generator, RW Control and Data 

Control together constitute the Memory Test Collar. 

 Input Multiplexer directs the input to memory by 

switching between test algorithm input and input given 

externally during the normal mode. The control signal 

for this multiplexer is also given externally by the user. 

If it indicates test mode then internally generated test 

data by BIST controller is given to the memory as input 

from the Test Collar. In case of Normal mode the 

memory responds to the external address, data and 

read/write signals. 

 Fault Diagnosis module works during the test 

mode to give the fault waveform which consists of 

positive pulses whenever the value being read out of the 

memory does not match the expected value as given by 

Test Collar. In addition, it also gives the diagnostic 

information like the faulty memory location address and 

the expected/correct data value.  

 This diagnostic information is used for 

programming the repair redundancy array as explained 

in the following section. 

B)  Microcode Instruction specification. 

The microcode is a binary code that consists of a fixed 

number of bits, each bit specifying a particular data or 

operation value. As there is no standard in developing a 

microcode MBIST instruction [7], the microcode 

instruction fields can be structured by the designer 

depending on the test pattern algorithm to be used. 

 The microcode instruction developed in this work is 

coded to denote one operation in a single microword. 

Thus a five operation March element is made up by five 

micro-code words. The format of 7-bit microcode 

MBIST instruction word is as shown in Fig. 6. Its 

various fields are explained as follows: Bit #1 (=1) 

indicates a valid microcode instruction, otherwise, it 

indicates the end of test for BIST Controller. Bits #2, #3 

and #4 are used to specify first operation, in-between 

operation and last operation of a multi-operation March 

element, interpreted as shown in Figure6. 

 

Figure 6. Format of Microcode Instruction word 

 Bit #5 (=1) notifies that the memory under test 

(MUT) is to be addressed in decreasing order; else it is 

accessed in increasing order. Bit #6 (=1) indicates that 

the test pattern data is to be written into the MUT; else, 

it is retrieved from the memory under test. Bit #7 (=1) 

signifies that a byte of 1s is to be generated (written to 

MUT or expected to be read out from the MUT); else 

byte containing all zeroes are generated. The instruction 

word is so designed so that it can accommodate any 
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existing or future March algorithm. The contents of 

Instruction storage unit for March SS algorithm are 

shown in Table 1. 

 The first march element M0 is a single operation 

element, which writes zero to all memory cells in any 

order, whereas the second march element M1 is a multi 

operation element, which consists of five operations: i) 

R0, ii) R0, iii) W0, iv) R1 and v) W1. MUT is addressed 

in increasing order as each of these five operations is 

performed on each memory location before moving on 

to the next location. 

 

III. WORD REDUNDANCY MBISR 

 The BISR mechanism used here [17] employs an 

array of redundant words placed in parallel with the 

memory. These redundant words are used in place of 

faulty words in memory. 

 For successful interfacing with already existing 

BIST solutions as shown in Fig. 2, the following 

interface signals are taken from the MBIST logic: 

1) A fault pulse indicating a faulty location address 

2) Fault address 

3) Expected data or correct data that is compared with 

the results of Memory under test 

 The MBISR logic used here can function in two 

modes. 

A)  Mode 1: Test & Repair Mode 

 In this mode the input multiplexer connects test 

collar input for memory under test as generated by the 

BIST controller circuitry. A redundancy word is as 

shown in Figure 7.The fault pulse acts as an activation 

signal for programming the array. The redundancy word 

is divided into three fields. The FA (fault asserted) 

indicates that a fault has been detected. The IE and 

 

Figure 7. Redundancy Word Line 

OE signals respectively act as control signals for writing 

into and reading from the data field of the redundant 

word. The complete logic of programming of memory 

array is shown by Figure 8.   

 

Figure 8. Flowchart describing programming of 

redundancy array 

B)  Mode 2: Normal Mode 

 During the normal mode each incoming address is 

compared with the address field of programmed 

redundant words. If there is a match, the data field of the 

redundant word is used along with the faulty memory 

location for reading and writing data. The output 
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multiplexer of Redundant Array Logic then ensures that 

in case of a match, the redundant word data field is 

selected over the data read out (R/W=0) of the faulty 

location in case of a read signal. This can be easily 

understood by the redundancy word detail shown in 

Figure 7.  

 Figure 9 shows the Repair Module including the 

redundancy array and output multiplexer and its 

interfacing with the existing BIST module. 

 

Figure 9. Redundancy Array Logic 

IV.  RESULTS 

 Mentor Graphic’s ModelSim has been used to 

verify the functionality and timing constraints of Verilog 

coded BIST module, Repair redundancy array, and their 

interface. 

 The full architecture containing all these modules 

has been successfully synthesized using Xilinx ISE 9.2i. 

Design Synthesis Report shows that a total of 163 slices, 

198 slice flip-flops, 188 4 input LUTs and 30 bonded 

IOBs have been used in the synthesis. 

 The simulation waveform of a fault-free SRAM is 

shown in Figure10. The top module here is ‘bist’ which 

comprises of glue logic and interfacing of BIST 

Controller (including test collar), MUT, fault diagnosis 

module, and repair array. As the START signal goes 

high, indicating the start of test, the first March element 

M0 of March SS algorithm is executed. This being a 

write signal, no values are read out from the memory to 

be compared with expected or correct values and hence 

the output FAULT waveform of comparator is showing 

high impedance for some initial clock cycles. As read 

operation starts at the beginning of execution of M1 

element, the values from MUT are read out and 

compared with the expected values. The FAULT 

waveform shows a ‘low’ level throughout the test for a 

fault-free SRAM. 

 The SRAM model is also amended to be in 

defective state by inserting faults. The simulated 

waveform is shown in Figure 11. 

 The inserted faults are Deceptive Read Disturb fault 

(DRDF) at location 11, Write Disturb Fault (WDF) at 

location 13, Deceptive Read Disturb Coupling fault 

(CFdrd) at location 9 (victim) due to location 10 

(aggressor), Write Disturb Coupling Fault (CFwd) at 

location 14 (victim) due to location 15 (aggressor) [9]. 

The fault detect waveform shows 12 pulses due to the 

above faults in given four locations, as the test elements 

march through MUT to uncover these defects.  

 The above stated faults cannot be detected by 

March Calgorithm but are easily detected by March SS 

Algorithm which has been implemented by the 

architecture presented in this work. 

Figure 12 shows the simulated waveform of fault 

diagnosis module, magnified at seventh pulse to indicate 

how signals like ‘fault pulse ’, ‘faulty location addresses 

and ‘correct data’ are generated by this module for 

successful interfacing with the Redundancy Array logic. 

 
Figure 10. Simulated waveform of fault-free SRAM 

 
Figure 11. Simulated waveform of faulty SRAM 

 

 
Figure 12. Simulated waveform Fault Detection 

module magnified at the 7th Fault Pulse 
 

 



 Design And Simulation of Micro Based Built In Self Test For Fault Detection And Repair In Memories     

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

56 
 

CONCLUSION 

 The simulation results have shown that the micro-

coded MBIST architecture is successfully able to 

implement new test algorithms. Implementation of a 

single test operation in one micro word ensures that any 

future test algorithms with any number of test operations 

per test element is successfully implemented using the 

current BIST architecture. Moreover, it provides a 

flexible approach as any new march algorithm, other 

than March SS the can also be implemented using the 

same BIST hardware by changing the instructions in the 

microcode storage unit, without the need to redesign the 

entire circuitry. A detailed power, time and area 

overhead analysis of this architecture is underway and 

efforts are being made to develop a power-optimized 

BIST architecture for embedded memories. The word 

redundancy uses spare words in place of spare rows and 

columns. This repair mechanism avoids lengthy 

redundancy calculations as suggested by some other 

authors in their works [18], [19], as it stores faulty 

location addresses immediately supporting on-the-fly 

fault repair and can be interfaced easily with existing 

MBIST logic. 
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Abstract - Future planetary and deep space exploration demands that the space vehicles should have robust system architectures and 

be reconfigurable in unpredictable environment. The Evolutionary design of electronic circuits, or Evolvable hardware (EHW), is a 

discipline that allows the user to automatically obtain the desired circuit design. The circuit configuration is under control of 

Evolutionary algorithms. The most commonly used evolutionary algorithm is Genetic Algorithm. The paper discusses on Cartesian 

Genetic Programming for evolving gate level designs and proposes Evolvable unit for 2-bit adder based on Genetic Algorithm. 

 

Keywords— Cartesian Genetic Programming, Evolvable hardware, Genetic Algorithm, 2-bit Adder, Reconfigurable FPGA, Virtual 

Reconfigurable Circuit.  

 
I. INTRODUCTION  

 Digital reconfigurable circuits implemented using 

FPGA suits many different area of applications. 

Generally reconfiguration sequence is determined at 

design time. To adapt the system to a new environment 

needs totally new configuration of hardware that was 

not considered at design time. Evolvable Hardware is 

the field that is associated with dynamic adaption of 

hardware using bio-inspired techniques like Genetic 

Algorithm (GA). GA is a stochastic search method that 

operates on a population of potential solutions and 

applies the principle of survival of the fittest to produce 

better approximation to solution. 

 Evolvable Hardware (EHW) is useful broadly in 

two areas: (1) for automatic generation of new solutions 

and (2) implementation of autonomous adaptive devices. 

For case (1), the evolutionary algorithm (EA) will be 

used in design phase and this approach is applied in this 

paper.  For case (2), the EA is responsible for continual 

adaptation of a device in changing environment or for 

automatic functional recovery [3] of a device after 

damage. 

 The application of GA in combination logic design 

is existing from long time. Different methods proposed 

are able to solve the functional output for combination 

logic and some methods emphasize on the optimization 

of gate usage too [1], [2]. Reconfigurable computing is 

performed to effectively utilize hardware resources and 

to maximize the system efficiency while combining it to 

evolvable hardware concept we can accomplish, what is 

called the evolvable computing. 

 The objective of this paper is to propose a technique 

to perform evolvable computing at the level of HDL. As 

a case study 2-bit adder circuit for FPGA at the level of 

VHDL is designed.  The structure of the digital circuit is 

encoded into one-dimensional genotype like in 

Cartesian Genetic Programming (CGP) and represented 

by a finite string of bits. The types of gates used are 

Wire, AND, OR, XOR, NOT and its combinations.  

 The paper is organized as follows. Section 2 is 

about FPGA for evolvable hardware and GA. Section 3 

is about Virtual Reconfigurable Circuit and its 

implementation using CGP. Section 4 describes the 

proposed evolvable unit for 2-bit adder. Section 5 

Experimental results. Section 6 is about discussion and 

conclusion.    

II.  FPGA FOR EVOLVABLE HARDWARE 

  Implementation of Evolvable system using FPGA is 

cost-effective and flexible. Currently Xilinx is the most 

popular platform for implementation of Evolvable 

systems. There are various approaches for Xilinx FPGA 

to use it for re-configuration [4], [5].  The FPGA based 

EHW can be done using one of two options:  

(1) The FPGA serves in the fitness calculation only. 

The EA executed on a personal computer, sends 

configuration bits to FPGA in order to obtain fitness 

values. 
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(2) The entire system is built on FPGA.  

 In a case of EHW, the chromosomes are transmitted 

to the configuration bit streams and the configuration bit 

streams are uploaded into the FPGA. Each configuration 

bit in the chromosome defines some architecture feature 

of the reconfigurable hardware. A bit might give the 

state of switch that connected to circuit components and 

every candidate configuration must be checked for 

fitness -which measures how closely it matches a target 

response[6],[1]. There are two different ways of 

checking fitness, but which is method used depends on 

whether the evolution is done extrinsically or 

intrinsically: 

(1) Extrinsic evolution in which a software circuit 

simulator is used to evaluate circuit configuration. 

(2) Intrinsic evolution in which circuits are sought 

using a hardware accelerator. Every chromosome is 

downloaded and physical testing measures fitness 

using hardware.  

 In most of commercial system such features as 

flexibility, scalability and implementation easiness play 

vital role selection of appropriate design. The flexibility 

defines whether the system accepts to evolve different 

kinds of problem. The scalability defines the capability 

of a designed system to able to scale from evolution 

scale from evolution of small tasks to larger problem 

without significant modification in the structure. And 

finally implementation easiness that define how easy to 

implement the desired solution. These three parameters 

will give a high priority in development of an EHW 

implementation [9], [4]. 

Fig. 1 Illustrated types of intrinsic EHW 

implementation. 

 

 

Fig. 1 Types of implementation of intrinsic EHW. 

 

 The proposed FPGA designs featured not only with 

significant change in chip structure, but also in 

limitation of accessible information about chip 

performance. Hence FPGA designers suggest solution to 

implement the run time configuration intrinsic EHW 

system: FPGA-Based Run-Time Configuration  

System [4] 

FPGA-Based Run-Time Configuration System 

 The proposed FPGA-based Run-Time 

Configuration System is divided into two parts: 

Evolutional strategy and Reconfigurable Hardware [4]. 

 
Fig. 2 FPGA-Based Runtime Configuration System 

Architecture 

 The reconfigurable hardware is used as the target to 

evolve. It executes the desired functionalities. The 

fitness function calculation is also partially implemented 

in this module [4]. Es block is composed of the 

implementation of evolutional Strategy itself, the fitness 

value evolution, the chromosomes back-up and the 

communication protocol management in order to 

configure the evolved target (Reconfigurable 

hardware).This system will allow using the smallest 

number of gates possible and to have a very high speed 

during the reconfiguration as well as for performance of 

evolutionary process.  The complexity of the 

communication between the ES and Reconfigurable 

Hardware is expressed by  the response of the protocols 

in order to able to  reconfigure the target from the ES in  

otherwise  it is necessary to understand the bit stream.  

GENETIC ALGORITHM 

 A genetic algorithm (GA) is a search heuristic that 

mimics the process of natural evolution. Genetic 

algorithms belong to the larger class of evolutionary 

algorithms (EA), which deals with three operators 

namely reproduction mutation and crossover. Fig.2. 

shows components of evolutionary Algorithm, 

Evolutionary algorithm (EA) is a computer algorithm 

that is based on principles of natural evolution and self 

adaption. The major components of evolutionary 

algorithm are representation variation, evolution based 

on fitness, selection, population, termination. 
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Fig3.Components of Evolutionary algorithm (EA) 

 

 The major components of evolutionary algorithm 

are representation, variation, evolution (based on 

fitness), selection, population, and termination [15]. 

Representation: it refers the data structure that encodes 

all the problem parameters needed to describe a 

solution. Variation: it is a random process that creates a 

new solution from existing solution by changing some 

or all parameters. Population is a number of 

chromosomes that are available to the best. The fitness 

of chromosome is defined as the percentage of the 

correct output bits for every input combination of the 

complete specification. 

 In a genetic algorithm, a population of strings 

(called chromosomes or the genotype of the genome), 

which encode candidate solutions (called individuals, 

creatures, or phenotypes) to an optimization problem, 

evolves toward better solutions. Solutions are 

represented in binary as strings of 0s and 1s, but other 

encodings are also possible. Commonly, the algorithm 

terminates when either a maximum number of 

generations has been produced, or a satisfactory fitness 

level has been reached for the population. The fitness 

function is defined over the genetic representation and 

measures the quality of the represented solution. The 

fitness function is always problem dependent. 

  Initialization: Initially many individual solutions 

are randomly generated to form an initial population. 

The population size depends on the nature of the 

problem, but typically contains several hundreds or 

thousands of possible solutions. Selection: During each 

successive generation, a proportion of the existing 

population is selected to breed a new generation. 

Individual solutions are selected through a fitness-based 

process, where fitter solutions (as measured by a fitness 

function) are typically more likely to be selected. 

Reproduction: The next step is to generate a second 

generation population of solutions from those selected 

through genetic operators: crossover (also called 

recombination), and/or mutation. Termination: This 

generational process is repeated until a termination 

condition has been reached. 

 

 

 

Fig4. Flow chart of working principle of GA. 

III. VIRTUAL RECONFIGURABLE CIRCUIT 

AND ITS IMPLEMENTATION USING CGP 

 VRC is a reconfiguration layer developed on the top 

of FPGA in order to obtain fast reconfiguration and 

application-specific programmable elements. The use of 

VRC has allowed us to introduce a novel approach to 

the design of complete evolvable system in single FPGA 

[6], [12]. When the VRC is uploaded into the FPGA 

then the configuration bits stream has to cause that there 

will be created the following units in the FPGA: an 

array of programmable elements (PE), programmable 

inter connection network, configuration port. In most 

cases the VRC takes a regular Two-Dimensional array 

of programmable elements. A very efficient and 

successful approach –called Cartesian Genetic 

Programming (CGP) has been developed for the 

evolutionary design. The main advantage of CGP is that 

it uses the representation similar to real reconfigurable 

hardware.  

 For dynamic adaption EHW using bio-inspired 

techniques like Genetic Algorithm (GA). GA is a 

stochastic search method that operates on a population 

of potential solutions and applies the principle of 

survival of the fittest to produce better approximation to 

solution. HScone GA, Roulette GA, and Compact GA 

this are the different genetic algorithms are used for 

implementation.  
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Fig. 5 Genetic Processing Unit (GPU) Evolutionary Execution Phase 

Genetic Programming  

 In CGP, a reconfigurable circuit is modeled as an 

array of  (columns) x  (rows) programmable nodes 

[12]. The number of circuit inputs  and outputs  are 

fixed. A node inputs can be connected to the outputs of 

some elements in the proceeding column or some of the 

circuit inputs. A node has up to  inputs and a single 

output. Each and every node has  functions (i.e. 

programmed to implement) defined in F set [2], [4]. The 

nodes in the same column are not allowed to be 

connected each other, and any node may connect or not 

connected.  

 The circuit output can be taken from any node 

output. Feedback is not allowed and thus the only 

combinational circuits can be designed. Fig. 6 shows a 

model of a reconfigurable circuit and its corresponding 

configuration bit stream uploaded to establish the circuit 

connection.  

 The numbers 0, 1, 2 represents input and the 

numbers 12,10,6 represents output.  

 
Fig. 6 Example of a circuit and its configuration in a Cartesian 

genetic programming with parameters : F={FO,F1},  = 3,nr 

= 2,ni = 3,no= 2,nf =2.Shows a model of a reconfiguration 

information is (input1,input 2,function F) 1,2,1, 2,3,0, 3,5,7, 

0,0,4, 3,4,6, 0,6,1, 6,8.the last two integers indicates outputs of 

the circuit 

The length of the chromosome [1] measured in the gene 

is  

      Λ = .  (  +1) +                   (1) 

Were  is number of rows, is number of columns,  

is number of outputs,  is a node of   inputs 

3.1 Size of the design circuit 

 Consider that CGP, as defined in above section, is 

issued to evolve combinational circuits. Let a set H 

contain all logical functions of the form given by the 

mapping 0,1  → {0,1  all most all Boolean 

functions have the number of gates required for 

implementation of a particular circuit at least 2  

this is known as Shannon’s effect [13],[1].     

         |H| = 2                                      (2) 

Assume that the outputs fixed to the last column of the 

PEs and not modified by evolution. In this case l back is 

1, and then the number of chromosomes that form 

different configurations of the reconfigurable circuit is 

given by 

|C| = . . .         (3) 

 Where |C| is in fact the size of the search space 

[14].Consider in above fig 6, where each PE can be 

connected either to some of primary inputs(5 options) 

i.e. 3 inputs and 2 functions(Fo,F1),hence 3 bits are 

needed to select the configuration of a single input of a 

PE. We will need 9 bits to configure a single PE. Let us 

analyze the length of the chromosome is Λ=20 or ( . 
+  =2×3×3+2=20) and size of the search space 

.the number of physically different circuits is up to |C| = 10 .while the number of different logical behavior is 

|H| = 2 .The choice of PE roughly corresponds to the 

Shannon’s effect which indicates that about 6PE are 

needed to implement any circuits of 3inputs if no gates 

were shared. Implementation of VRC is based on 

multiplexers. The configuration memory is connected to 

multiplexers that control the routing and selection of 

function in PE.  

IV. THE PROPOSED EVOLVABLE UNIT FOR  2-

BIT ADDER 

 Evolvable Hardware technique have the potential to 

significantly increase the functionality of deployed 

hardware system for space mission as it enables self-

configurability [15].EHW uses simulated evolution to 

search for new hardware configurations. Evolutionary 

algorithm is the most commonly used algorithm.  

Evolutionary algorithm (EA) is a computer algorithm 

that is based on principles of natural evolution and self 

adaptation [6]. The most commonly used Evolutionary 

Algorithm is Genetic Algorithm (GA). GA have been 
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applied to EHW because of it’s because of its binary 

representation witch match’s perfectly with the 

configuration bits used in FPGAs.  

 Fig. 7 shows a proposed 2-bit model of a 

reconfigurable circuit and its corresponding 

configuration bit stream uploaded to establish the circuit 

connection. 

 The configuration of every PE is represented in the 

chromosomes as (input1, input2, and function) which 

define the connection of two inputs and the function 

realized in the PE. Every node i.e. PE is programmed to 

implement one of functions defined in the F set. a0, 

a1, b0, b1 are the input and the numbers 12,10,6 

represents output. The numbers 12, 6 represents output 

sum and number 10 represents output carry. Each of the 

input numbers is represented in binary. Crossover and 

mutation operations are performed with thus 4 bit binary 

numbers. 

 The length of the chromosome measured in genes, 

Λ =51.Let a set H contain all logical functions of the 

form given by the mapping 0,1  → {0,1  [13], 

were |H| = 2 The number of gates required for 

implementation of a particular circuit is at least 2  

is 4. 2-bit adder is implemented by using 13 gates shown 

in fig. 7. PEs (nodes) are connected either to some of the 

primary inputs or in the previous column. They are 16 

options, i.e. 4-bits are needed to select a single input of a 

PE. Because PE has two inputs and other 3-bits are 

needed to select function i.e. 5 functional options, hence 

we will need 11 bits (4input1 bits +4 input2 bits+3 

function bits) to configure a single PE. 

 
Fig. 7 2 bit adder circuit and its configuration in (CSG) Cartesian 

genetic Programming  with parameters 

:F={F1,F2,F3,F4,f5}, =4.nr=4,  =4 ,no=3, =5.the configuration 

informationis:a0,b0,1, a1,b1,4,a0,b1,3, a1,b1,6, 1,8,2, 1,b1,1, a1,b1,2, 

a0,b0,8,3,3,5, 4,a1,2, 7,5,2, 3,11,3, 9,8,3,12,10,6.The last integers 

determined the connection of outputs. Gates 13, 14, 15 are not utilized 

Table I 

Logic function expressed in terms of Functions 

Logic Function Functions (F) 

XOR GATE F1 

AND GATE F2 

OR GATE F3 

NOT GATE F4 

WIRE F5 

4.1 Algorithm for Random number generation 

 The initial population is obtained using Pseudo 

random number generation technique  

1. Initially 44 bits binary data is given as input. 

2. Then MSB and LSB is XORed for each and every 

rising clock edge. 

3. Store the result obtained in some location and 

repeat step 2 for all possibilities. 

4.2 Algorithm for fitness calculation 

1. Store the user outputs for different combinations off 

2-bit adder inputs. 

2. For each input combinations, store the evolved 

outputs. 

3. Compare the reference outputs with user outputs for 

each of the combination of inputs. 

4. If equal, increment the counter, and assign fitness 

value. 

5. After comparison get next input combinations. 

Check all 15 different input combinations. 

6. If yes, then stop, else go to step 3.  

4.3 Simple generational genetic algorithm procedure: 

1. Choose the initial population of individuals  

2. Evaluate the fitness of each individual in that 

population  

3. Repeat on this generation until termination 

(sufficient fitness achieved): 

4. Select the best-fit individuals from reproduction  

5. Breed new individuals through crossover and 

mutation operations to give birth to offspring 

6. Evaluate the individual fitness of new individuals 

Replace least-fit population with new individuals 
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V.  EXPERIMENTAL RESULTS 

 
Fig 8.Random number generation 

 
Fig 9 Fitness calculation 

 

VI.  DISCUSSION AND CONCLUSION 

       This paper has contained a design of 2-bit adder, 

FPGA based EHW development and proposed 

Evolution unit set-up can be applied for future space 

application. Proposed 2-bit adder is designed by using 

16 number of PEs. The configuration of every PE is 

represented in the chromosomes as input1, input2, and 

function. We will need 11 bits to configure a single PE. 

The length of the chromosome is Λ=51 and size of the 

search space is up to |C| =10 .An Evolvable Hardware 

technique has potentially and significantly increased the 

functionality of deployed hardware system for space 

mission as its enable Self-Reconfigurability. Future 

planetary and deep space exploration demands that the 

space vehicles should have robust system architecture 

and be dynamically reconfigurable to explore 

unpredictable environment. For dynamic adaption EHW 

using bio-inspired techniques like Genetic Algorithm 

(GA). GA is a stochastic search method that operates on 

a population of potential solutions and applies the 

principle of survival of the fittest to produce better 

approximation to solution. Hsclone GA, Roulette GA, 

and Compact GA this are the different genetic 

algorithms are used for implementation. Implementation 

of Evolvable system using FPGA is cost-effective and 

flexible. Currently Xilinx is the most popular platform 

for implementation of Evolvable systems. There are 

various approaches for Xilinx FPGA to use it for re-

configuration. The use of proposed intrinsic run-time 

configurations will allows one to overcome at the 

certain level the scalability problems and reduce the 

time required to re-design the system every time. 
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Abstract - A low profile antenna array comprising a main antenna for LET/WWAN operation and an Auxiliary antenna to combine 

with main antenna for LTE MIMO operation in the mobile handset is presented. Proposed antenna array with low profile supports 

the LTE-700, GSM-850, GSM-900, GSM-1800, GSM-1900, UMTS-1900, UMTS-2100, LTE-2300, and LTE-2500. Coupled feed 

loop and monopole type antenna are embedded to get wide lower and upper bands. Chip inductor is used in the design to minimize 

the physical length required for desired resonant modes. Both the antennas together provide the constructional requirements to get 

the LTE MIMO operation. The radiating strips are shorted to the ground plane to achieve the required bandwidth. Folded radiating 

strips are also employed in the design for the low profile so that the proposed antenna arrangement may be best suitable for modern 

mobiles in which the area occupied by each element is a very important design metric. 

 

Keywords-coupled feed loop antenna; chip inductive element; shorting radiating strip to ground; folded radiating strip. 

 
I. INTRODUCTION  

 LTE technology [2] is going to stand in the front 

line in the selection of mobile communication 

technologies for the future requirements of mobile user, 

such as the higher band width, and higher data rates for 

multi media applications. LTE technology uses smart 

antennas for improving the bandwidth, i.e., Multi Input 

Multi Output technique in which multiple antennas are 

used to collect the faded signal. For the mobile phones 

basic criteria to be satisfied is low profile. That means 

with the small size antenna, wide frequency band should 

be achieved. With the small size, the micro strip patch 

antennas give small band widths. To get higher band 

width, the length of the antenna should be sufficiently 

longer, which occupies a large area in the mobile phone. 

By embedding inductive elements in the design physical 

length of the antenna can be reduced. 

 Inductor may be implemented as chip inductor [17] 

or as distributed inductive strip with equivalent length 

with proper inductance. In addition to this, instead of 

directly feeding the radiating strip, couple feeding is 

suggestible. Feeding the radiating strip using T-section 

feeding strip is advantageous, since it increases the 

bandwidth. Moreover shorting the radiating strip to 

ground also affects the bandwidth. Ground plane area 

affects the bandwidth [27]. 

 The positioning of two antennas is also selected 

carefully as SAR of the antenna array greatly depends 

on position of the antennas [14]-[16]. Locating two 

antennas at the bottom edge corners of the system board 

is advantageous when compared to placing the antenna 

at other possible position on the system board. Keeping 

antennas at the bottom edge of the system board makes 

a possibility to accommodate many other necessary 

peripherals. Between two antennas there is a gap of 

10mm in which a USB [13] connector can be placed, as 

it is the one of the many necessary components of the 

modern mobile phones. 

II. PROPOSED ANTENNA ARRAY 

 Proposed antenna array contains two antennas 

namely main antenna and auxiliary antenna. both 

contains coupled feed loop and monopole antennas to 

provide required wide frequency bands one at lower part 

of the frequency scale to cover LTE-700, GSM-850, 

GSM-900, and other at higher part of frequency scale to 

cover the GSM-1800, GSM-1900, UMTS-1900, UMTS-

2100, LTS-2300, and LTE-2500 [8]-[9]. 

 Figure 1 shows the structural details of the proposed 

antenna. As shown in figure the proposed antenna 

arrangement consists of main antenna, auxiliary 

antenna, system board, ground plane and feed lines. 

Figures 2 and 3 shows the constructional details of the 

proposed antenna array. A 120X60-mm2 system board 

is used for the design. FR4 substrate with εr= 3, and 

0.8mm thickness is considered for the system board. On 

the front side of system board, two antennas are 

fabricated and on the backside, a ground sheet is formed 



 Small Size Printed Antenna Array for LTE/WWAN with LTE MIMO Operation for Mobile Communication      

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

65 
 

over an area of 100 X 60 mm2. Main antenna and 

auxiliary antennas are arranged on 30 X 20 mm2 and 20 

X 20 mm2 no ground portions of the system board 

respectively. To include the body effect of the mobile 

phone casing in the results, a plastic casing is introduced 

with єr = 3 and conductance of 0.02 siemens in the 

simulation process. Printed monopole is embedded in 

the design to have wide lower band. Widened end part 

of monopole is responsible for lower frequency band. 

 

 

 

Figure 1.  Perspective view and Front view of Proposed 

Antenna Array 

. 

. The resonant mode generated by monopole, is 

directly depends on the physical length of monopole. To 

generate desired resonant mode, formation of strip with 

required length on the system board, where only limited 

space is available, is not suggestible. To overcome this 

design challenge inductive element is used to decrease 

the physical length required to generate the desired 

resonant mode. Implementation of inductive element in 

design is possible either by equivalent length or by chip 

inductor.  

 In this antenna arrangement structure, chip inductor 

design is used. The value of chip inductor is selected in 

such a way that it compensates the capacitive effect 
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caused by decreasing the physical length. Usage of chip 

inductor makes an easy way of accommodating 

monopole having less length then the required length yet 

capable of generating the desired resonant mode  

[18]-[23].  

Moreover, widened end portion of monopole is 

folded to get low profile, which is desirable in case of 

modern mobile phones. This portion of monopole 

radiates the energy. Folded radiating strip width is 

selected properly as it will shift the obtained frequency 

bands. Printed coupled feed loop antenna is responsible 

for generating both low band and upper bands. In this 

design instead of directly feeding the loop, T-section 

coupling strip is used. This type of feeding enhances the 

width of lower and upper bands. A spacing of 0.3 mm is 

used to feed the loop with T-section coupling strip. To 

excite the antennas, Feed strip is used, whose length and 

width plays an important role in impedance matching to 

generate the appropriate resonant modes.  

 To enhance the bandwidth, the antenna is shorted 

with the ground plane, which makes use of ground plane 

as a radiator. The simulation results confirmed the 

importance of ground plane as a radiating element in 

generating the higher bandwidths. This proposed 

antenna arrangement eliminates the potributed ground 

[1]. As potributed ground is removed, the middle 

portion of the upper band gives less S11 value [1]. 

III. RESULTSE 

 Figure 4 shows the S11 value over the frequency 

scale. From the graph, it is observed that the proposed 

antenna array supports required lower and upper 

frequency bands to cover specified bands. From Figure 

4 S11 value for 698-998MHz and 1710-2690MHz bands 

is less than -6dB which is the industrial constraint. 

Figure 4 indicates lower and upper supporting bands 

with 0.35GHz and 1.2GHz bandwidth respectively, 

which are wider than the lower and upper bandwidths 

that are obtained in [1]. 

 The effect of the feed line is obvious from the 

graphs shown in Figure 5. As the length of the feed line 

increases the lower band may not be obtained. As the 

length of the feed line decreases to the lower values, 

required lower band may be obtained. A different length 

of 50mm and 30mm is used for feed line in the 

simulation. 

 

Frequency (GHz) 

Figure 4 : S11 Magnitude 

 Effect of Feed Line length on the S11 value: When 

Feed Line length is 50mm the impedance matching is 

not proper, hence the lower and upper bands are not 

sufficiently wide enough to cover the required bands. 

Effect of radiating strip of main Antenna and auxiliary 

antenna on S11 value: When the Folded Radiating strip 

length is 14mm; it is not able to provide the required 

wide bandwidths. As the folded Radiating Strip length is 

made 19mm long the length of the Radiating strip is 

enough to provide the required lower and upper band 

widths to cover all frequency bands. 

 

Frequency (GHz) 

Figure 5 : Feed Line length & Radiating Strip Length 

effects on S11 Magnitude 

 Figure 6 shows the radiation characteristics of the 

proposed antenna array. It is obvious from the Figures 7 

and 8 that the antenna array exhibits the omni-

directional radiation characteristics. 
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Figure : 6 Radiation characteristics of the proposed 

antenna 

CONCULSION 

 This paper presents the method to implement a set 

of two antennas namely main and auxiliary antenna in a 

small area to meet the design constraints of modern 

mobile phones in which area for each functional element 

is limited. Removal of the potributed ground in between 

main and auxiliary antenna will enhance the S11 value 

in the middle portion of the upper frequency band which 

makes the design suitable for the UMTS-2100 band. 

Folded radiating strip gives the low profile to total 

structure, which is a desirable feature for mobile phones. 

 In addition to this, usage of chip inductor in the 

design reduces the physical length required to generate 

the resonant modes. And also this inductive strip is 

responsible for the widened bandwidth in the lower 

portion of the frequency scale. 

 

Figure-7 Radiation characteristics of the proposed 

antenna Phi = 90 deg. 

 

Figure-8 Radiation characteristics for Theta = 90 deg 
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Abstract - Level set methods can represent contours of complex topology and are able to handle topological changes, such as 

splitting and merging, in a natural and efficient way. In conventional level set methods, the LSF typically develops irregularities 

during its evolution, which cause numerical errors and eventually destroy the stability of the level set evolution. To overcome this 

difficulty, a numerical remedy, commonly known as reinitialization as introduced to restore the regularity of the LSF and maintain 

stable level set evolution. Reinitialization is performed by periodically stopping the evolution and reshaping the degraded LSF as a 

signed distance function. However, the practice of reinitialization raises serious problems. This paper proposes a conventional level 

set formulation with a distance regularization term and an external energy term that drives the motion of the zero level contours 

toward desired locations. In particular, we provide a double-well potential for the distance regularization term. To demonstrate the 

effectiveness of the Distance regularization LSF Evolution formulation, we apply it to an edge-based active contour model for image 

segmentation. We apply Perwitt edge filter techniques to further improve the computational efficiency and accuracy.  

Keywords- reinitialization, level set method, image segmentation. 

 
I. INTRODUCTION  

 The goal of segmentation is to simplify and/or 

change the representation of an image into something 

that is more meaningful and easier to analyze. When 

applied to a stack of images, typical in Medical imaging, 

the resulting contours after image segmentation can be 

used to create 3D reconstructions with the help of 

interpolation algorithms like cubes. Some of the 

practical applications of image segmentation are [1]: 

• Iris recognition  

• Fingerprint recognition  

• Traffic control systems  

• Brake light detection  

 Several general-purpose algorithms and techniques 

have been developed for image segmentation. Those are 

as follows 

A. Partial differential equation-based methods 

B. Parametric methods  

C. Level set methods 

 Level sets are a robust and flexible mathematical 

framework for the representation of evolving curves and 

surfaces. At the heart of the level set approach is the 

PDE governing the evolution of the level set function 

describing a particular surface [3]. Level set function is 

represented byϕ . If the curve C  moves in the normal 

direction with a speed  υ  , then the level set function ϕ
satisfies the level set equation. [4] 

 In this paper, we present a new variational 

formulation for geometric active contours that forces the 

level set function to be close to a signed distance 

function, and therefore completely eliminates the need 

of the costly re-initialization procedure. Our variational 

formulation consists of an internal energy term that 

penalizes the deviation of the level set function from a 

signed distance function, and an external energy term 

that drives the motion of the zero level set toward the 

desired image features, such as object boundaries. The 

resulting evolution of the level set function is the 

gradient flow that minimizes the overall energy 

functional. The proposed variational level set 

formulation has three main advantages over the 

traditional level set formulations. First, a significantly 

larger time step can be used for numerically solving the 

evolution partial differential equation, and therefore 

speeds up the curve evolution. Second, the level set 

function can be initialized with general functions that 

are more efficient to construct and easier to use in 

practice than the widely used signed distance function. 

Third, the level set evolution in our formulation can be 

easily implemented by simple finite difference scheme 

and is computationally more efficient. The proposed 
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algorithm has been applied to both simulated and real 

images with promising results [5]. 

II. LEVEL SET METHOD 

 In recent years, a large body of work on geometric 

active contours, i.e., active contours implemented via 

level set methods, has been proposed to address a wide 

range of image segmentation problems in image 

processing and computer vision [5]. Level set methods 

were first introduced by Osher and Sethian [6] for 

capturing moving fronts. The existing active contour 

models can be broadly classified as either parametric 

active contour models or geometric active contour 

models according to their representation and 

implementation.  

 Geometric active contours are independently 

introduced by Caselles et al. [7] and Malladi et al. [9], 

respectively. These models are based on curve evolution 

theory [10] and level set method. The basic idea is to 

represent contours as the zero level set of an implicit 

function defined in a higher dimension, usually referred 

as the level set function, and to evolve the level set 

function according to a partial differential equation 

(PDE).  

 In level set formulation of moving fronts (or active 

contours), the fronts, denoted by C , are represented by 

the zero level set }0),,(|),{()( == yxtyxtC ϕ  of a 

level set function ),,( yxtϕ . The evolution equation of 

the level set function ϕ  can be written in the following 

general form:  

 0|| =∇+
∂
∂ ϕϕ

F
t

  (1) 

 Which is called level set equation [11]? The 

function F  is called the speed function. For image 

segmentation, the function F depends on the image data 

and the level set functionϕ . In it the level set function 

ϕ  can develop shocks, very sharp and/or flat shape 

during the evolution, which makes further computation 

highly inaccurate. To avoid these problems, a common 

numerical scheme is to initialize the functionϕ  as a 

signed distance function before the evolution, and then 

“reshape” (or “re-initialize”) the functionϕ  to be a 

signed distance function periodically during the 

evolution.  

 Re-initialization has been extensively used as a 

numerical remedy in traditional level set methods [5–7]. 

The standard re-initialization method is to solve the 

following reinitialization equation.  

|)|1)(( 0 ϕϕϕ
∇−=

∂
∂

sign
t

             (2) 

where 0ϕ  is the function to be re-initialized, and 

)(ϕsign  is the sign function. There has been copious 

literature on re-initialization methods [13, 14], and most 

of them are the variants of the above PDE-based 

method. Unfortunately, if 0ϕ  is not smooth or is much 

steeper on one side of the interface than the other, the 

zero level set of the resulting functionϕ  can be moved 

incorrectly from that of the original function [4]. So far, 

re-initialization has been extensively used as a 

numerical remedy for maintaining stable curve 

evolution and ensuring desirable results. From the 

practical viewpoints, the re-initialization process can be 

quite complicated, expensive, and have subtle side 

effects. In the following sections, the variational level 

set formulation distance regularized level set evolution 

(DRLSFE) can be easily implemented by simple finite 

difference scheme, which over comes the drawbacks 

associated with re-initialization. 

III. DRLSFE 

 As discussed before, it is crucial to keep the 

evolving level set function as an approximate signed 

distance function during the evolution, especially in a 

neighborhood around the zero level set. It is well known 

that a signed distance function must satisfy a desirable 

property of 1|| =∇ϕ .Conversely, any function ϕ  

satisfying 1|| =∇ϕ is the signed distance function plus 

a constant [16]. Naturally, we propose the following 

integral 

   dxdyP 2)1(|
2

1
)( −∇

Ω
= ∫ ϕϕ      (3) 

as a metric to characterize how close a function ϕ  is to 

a signed distance function in
2R⊂Ω . This metric will 

play a key role in our variational level set formulation. 

With the above defined functional )(ϕP , we propose 

the following variational formulation 

                   )()()( ϕϕμϕ extp ERE +=                (4) 

where )(ϕpR is the level set regularization term 

defined in the following, 0>μ  is a constant, )(ϕextE

and is the external energy that depends upon the data of 

interest that would drive the motion of the zero level 

curve ofϕ . 
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 The derived level set evolution for energy 

minimization has an undesirable side effect on the LSF 

in some circumstances. To avoid this side effect, we 

introduce a new potential function which is aimed to 

maintain the signed distance property 
1|| =∇ϕ

only in 

a vicinity of the zero level set, while keeping the LSF as 

a constant, with 
0|| =∇ϕ

, at locations far away from 

the zero level set. To maintain such a profile of the LSF, 

the potential function must have minimum points. Such 

a potential is a double-well potential as it has two 

minimum points (wells). 

In this paper, we denote by 
ϕ∂
∂E

  the  

Gateaux derivative (or first variation) of the functional

E , and the following evolution equation: 

ϕ
ϕ

∂
∂

−=
∂
∂ E

t
   (5) 

is the gradient flow [15] that minimizes the  

functional E .  

 In image segmentation, active contours are dynamic 

curves that move toward the object boundaries. To 

achieve this goal, we explicitly define an external 

energy that can move the zero level curves toward the 

object boundaries. Let I be an image, and g be the edge 

indicator function defined by 

2|*|1

1

IG
g

σ∇+
=

, 

where σG  is the Gaussian kernel with standard 

deviation σ. We define an external energy for a function 

),( yxϕ  as below 

 )()()(,, ϕαϕλϕυλ AgLgEg +=            (6) 

Where 0>λ  and α  are constants, and the )(ϕLg

terms and )(ϕAg  are defined by 

 dxdygLg ||)()( ϕϕδϕ ∇
Ω

= ∫  

 (7) 

And 

  dxdygHAg )()( ϕϕ −
Ω

= ∫    (8) 

respectively, where δ is the univariate Dirac function, 

and H is the Heaviside function. 

Now, we define the following total energy functional  

)()()( ,, ϕϕμϕ υλgEPE +=    (9) 

 The external energy )(,, ϕυλgE  drives the zero 

level set toward the object boundaries, while the internal 

energy )(ϕμP  penalizes the deviation of φ from a 

signed distance function during its evolution. 

To understand the geometric meaning of the energy 

)(ϕLg  in (7), computes the length of the zero level 

curve of ϕ . The energy functional )(ϕAg  in (8) is 

introduced to speed up curve evolution. The derivative 

of the function E in (9) can be written as 

)()]
||

()([)]
||

([ ϕδα
ϕ
ϕϕδλ

ϕ
ϕϕμ

ϕ
ggdivdiv

E
−

∇
∇

−
∇
∇

−Δ−=
∂
∂   where Δ  

is the Laplacian operator. For minimization of the 

functional E is the following gradient flow: 

)()]
||

()([)]
||

([ ϕδα
ϕ
ϕϕδλ

ϕ
ϕϕμϕ

ggdivdiv
t

+
∇
∇

+
∇
∇

−Δ=
∂
∂   (10) 

 This gradient flow is the evolution equation of the 

level set function in the DRLSFE method. The second 

and the third term in the right hand side of (10) 

correspond to the gradient flows of the energy 

functional )(ϕλLg  and )(ϕαAg ), respectively, and 

are responsible of driving the zero level curve towards 

the object boundaries. 

IV. LEVEL SET EVELUTION WITH EDGE 

FILTER  

 To review the entire DRLSFE the all edge 

techniques are applied and to efficiently reduce the 

computational cost of a level set method [4], edge filter 

techniques are applied to the  DRLSFE. Following are 

the steps to implement the edge filter techniques to 

DRLSFE. 

Step1) Initialization. Initialize an LSF 
ϕ

 to a function 

0ϕ . Then, construct the initial narrowband  
)(

,),(

0
0

r

jiZjir NB
∈

= U
, where 

0Z is the set of zero 

crossing points of 
0ϕ

. 

DRLSFE denote by ji,ϕ
an LSF defined on a grid. A 

grid point 
),( ji

is called a zero crossing point. The set 

of all the zero crossing points of the LSF is denoted  

by Z . 
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.Fig 2f   Fig 2g 

VI. CONCLUSION 

 In this paper, we have applied more edge filter 

techniques to the existing DRLSFE method. Among all 

these cases applying the Average filter shows that the 

edge follows exact contour of object rather than missing 

some edge information in previous method. The present 

new variational level set formulation completely 

eliminates the need for the reinitialization. The proposed 

level set method can be easily implemented by using 

simple finite difference scheme and is computationally 

more efficient. We demonstrate the performance of the 

proposed algorithm using both simulated and real 

images and in particular its robustness to the presence of 

weak boundaries and strong noise.  
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system can be less. Less noise figure and large gain 

cannot be achieved simultaneously. 

 For this, two stage LNA is designed. First stage to 

get the minimum noise figure but here gain will be less. 

In the second stage LNA is designed to get the 

maximum gain, but here noise figure will be more 

compared to the first stage. When cascaded, noise figure 

will become less and gain will be more [3]. 

 S Parameters: The S-parameter (Scattering 

parameter) expresses device characteristics using the 

degree of scattering when an AC signal is considered as 

a wave. The word “scattering” is a general term that 

refers to reflection back to the source and transmission 

to other directions.  

 S parameters are a very convenient way of 

characterizing RF devices. Total current and voltage is 

very hard to measure in RF devices. Some older 

parameter (Z, Y and H) require physical shorts or opens. 

Physical devices could actually self-destruct when 

connected to a short/open. S-parameters are important in 

microwave design because they are easier to measure 

and to work with at high frequencies than other kinds of 

two port parameters [4]. 

 S-parameters are a useful method for representing a 

circuit as a “black box”. A “black box” or network may 

have any number of ports. S-parameters are measured 

by sending a single frequency signal into the network or 

“black box” and detecting what waves exit from each 

port.  

 Power, voltage, current are considered as waves 

travelling in both the directions. For the incident waves 

on the port 1 some part of the signal reflects back from 

the port and some portion of the signal will be passed 

through the port. 

 The below given signal graph gives the 

interpretation of S parameters in terms of voltage 

 

Figure 2: Two Port Network 

The parameters are defined as: 

S11 = b1 / a1 = Vreflected at port1 / Vtowards port1, 

                        when a2=0 

 S12 = b1 / a2 = Vout of port1 / Vtowards port 2, when a1=0 

 S21 = b2 / a1 = Vout of port2 / Vtowards port1, when a2=0 

S22 = b2 / a2 = Vreflected at port 2/V towards port 2,  

                        when a1=0 [5]. 

 Matching: Matching is the act of making the 

source and load impedances matched to achieve the 

desired amount of power reflected and power 

transferred. Matching is required if the circuit is to yield 

optimum gain and return loss. Poorly matched devices 

can cause large amount of reflected power, poor noise 

performance, and low gain. For an LNA, power 

reflected caused by improper input match can travel 

back to the antenna and be re-radiated. Poor input match 

can also reduce the gain of the LNA and causes the 

system to have non-optimum noise performance. 

 Simple matching networks can be designed with the 

help of the Smith chart, but more complicated ones 

often require the use of a computer and some type of 

network synthesis software. Standard input and output 

impedances of most microwave instruments are matched 

to 50Ω [5]. 

 The matching circuit for the device is shown in 

figure 3. 

 

Figure 3: Typical LNA Topology 

Steps to be followed for Matching Procedure in the 

smith chart 

1. Locate the mismatch. 

2. Find the wavelength at mismatch. 

3. Move down the transmission line toward 

generator until it intersects the unity circle. 

4. Find the no of wavelengths moved down the 

transmission line. 

5. Add the capacitance. 

6. Determine the capacitance by using the 

formula: 

C=1/2*pi*f*Xc [6]. 
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II. LNA Design  

 ADS software is used to design low noise 

amplifiers.AT 41470 is the device used. From the 

datasheet and as per the requirements given below are 

the LNA specifications. 

Frequency 2GHz - 5GHZ 

Carrier Tracking Range ± 125 kHz 

Carrier acquisition range -135 dBm to -70 dBm 

Noise Figure <2 db 

Gain As high as possible 

Source and Load 

Impedances to be Matched 

 

50Ω 

Relative Permittivity 10.2 

Thickness of the substrate 17µm 

Height of the substrate 1.27mm 

Device Used AT 41470 

 Optimum Reflection Coefficient (Гopt) for the 

device (from the datasheet) is 0.21∟ 160 [7]. 

 When plotted on smith chart Гopt is not matched to 

50Ω, therefore matching circuit should be added at both 

input and output side. Since LNA operates at S band 

(GHz), lumped inductors and capacitor becomes 

difficult. One of the most common matching techniques 

is to use stubs to provide shunt capacitance or 

inductance. Shorted stub provides an inductance, 

whereas an open circuit stub provides a capacitance [5]. 

ADS software is used to bring the Гopt point on the unity 

circle of the smith chart by tuning the length of the 

micro strip lines (stub lines). 

 The device (AT41470) is represented by two port 

network. For this, first the S parameters file of the 

device should be attached to the two port network, then 

matching circuit should be added, then the length of the 

strip lines should tuned at both input and output side 

such that Гopt is moved towards the unity circle on the 

smith chart. By doing this, maximum power gets 

transmitted; only small portion will be reflected. First, 

two single stage LNA’s are designed, one with less 

noise figure while the other with large gain. Later these 

two LNA’s are combined to form the two- stage LNA 

and then tuned little so that the overall noise figure is 

less and gain is more. After this, biasing circuit for the 

device should be added. 

Biasing circuit design: 

From the datasheet [7], 

Vcc = 15V, VCE = 8V, IC = 10 ma, ICBO = 0.2 µA, VBE = 

1V, hFE = 150 

IB      

Assuming VBB = 10 % Vcc = 1.5V 

RB = VBB - VBE / IB 

       = 7.5 KΩ 

Assuming that 

IBB = 5 IB 

         = 333.3 µA 

R2 = VBB / IBB  

     = 4.5 KΩ 

R1 = VCE – VBB / IB + IBB  

     = 16.25 KΩ 

RC = VCC – VCE / IC + IBB + IBv 

        = 67.3 Ω 

 The biasing circuit for the two stages is shown in  

figure 4. 

 
                      

Figure 4: Biasing Circuit 

 Two-stage LNA with matching and biasing circuit 

is shown figure 5. 

 

Figure 5: LNA circuit 

 In the circuit, the above part forms the matching 

circuit for LNA. The below part forms the biasing 

circuit for the device. 
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 ADS software: Advanced Design System (ADS) is 

an electronic design automation software system 

produced by Agilent EE’s of EDA. Agilent ADS 

supports every step of the design process like schematic 

capture, layout, frequency domain and time domain 

circuit simulation and electromagnetic simulation, 

allowing the engineer to fully characterize and optimize 

an RF design without changing tools [8].                                                                                                      

Procedure: The below given steps are followed to 

create the schematic diagram using ADS. 

• Create the new project then open new schematic 

window.  

• On the Schematic Window first add the two 

network which represents the device 

• Get MLIN under Tlines-Microstrip category which 

forms the inductor for the matching circuit. 

• Then add MLOC which represents open circuit 

stub. 

• Then calculate the width of the stub lines by using 

linecalc.  

• MLIN and MLOC are connected by using the 

MTEE element. 

• Similarly add the required components 

• Tune the length of the stub lines till the desired 

result is achieved [9].  

III. EXPERIMENTAL RESULTS 

  After simulating, Gain of 25dB and Noise figure of 

1.984 is obtained and corresponding graphs are shown 

in figure 6. 

 

Figure 6: Simulated Results 

IV. PERFORMANCE ANALYSIS 

 From the graph, it can be seen that gain is around 

25db and the return loss is -13dB at the working 

frequency. Return loss specifies how much power is 

reflected and as seen it is very less. At image frequency 

the gain should very less, otherwise information will be 

distorted. 

From the Friss formula, the receiver noise figure is  

 

 The noise figure of the two-stage LNA is 

1.9dB.According to Friss formula, first stage gain and 

noise figure dominates. Since the gain is in 

denominator, as the gain of other stages increases the 

noise figure decreases. From the formula, it can be seen 

that only the noise figure of the first stage dominates. As 

it can been seen in the graph, the noise figure is very 

less.  

 From the fig1, LNA output is given to first mixer 

whose noise figure is about 7dB.Since the noise figure 

in the further stages decreases, it becomes negligible. 

Therefore by considering first two stages, 

Overall Noise figure = 1.97dB 

 It can be seen the overall receiver noise figure is 

below 2dB. This is possible if the noise figure of LNA is 

very less. 

V. CONCLUSION 

 The LNA developed for S band frequency is giving 

gain and noise figure as required. The overall noise 

figure of the receiver is also less and maximum power 

transmission takes place. Further this LNA design can 

be modified for X Band frequency. 
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Abstract- A Network intrusion detection system (IDS) is a device or software application that monitors network and/or system 
activities for malicious activities or policy violations and produces reports to a Management Station. It is an important tool for 
information security. Nearly many Existing commercial NIDS products are signature-based or classifier-Based with strong 
disadvantage of not being adaptive. Our paper proposes an Adaptive and efficient NIDS using clustering approach of Data mining. 
Every network traffic have a definite behaviour that is precisely captured using Data mining approaches, Intrusion detection is used 
in the networks by comparing the set of baselines of the system with the present behavior of the system [3]. Thus, a basic assumption 
is that the normal and abnormal behaviors of the system can be characterized and thus excavates the difference between “normal” 
and “attack” traffic. Current researches comprise of single engine detection systems, whereas our proposed system is constructed by 
a number of Supervisors, which are totally different in both training and detecting processes. Using clustering algorithm, respective 
type of packets is clustered under respective Supervisors formed after clustering. Each of the Supervisors captures a specific network 
behaviour type and hence the system has strength on detecting different types of attacks as well as ability of detecting new types of 
attacks. The results show that the network traffic pattern used as unswerving supervisors which is more efficient from traditional 
signature-based NIDS. 
 

Keywords-clusters;supervisor;NIDS;detection; attack. 

 
I. INTRODUCTION  

 Intrusion Detection System is an important 
technology in business sector as well as active area of 
research. It is an important tool for information 
security.Security of network systems is becoming 
increasingly important as more and more sensitive 
information is being stored and manipulated online. 
Network Intrusion Detection Systems (NIDS) have thus 
become a critical technology to help protect these 
systems.Network Intrusion Detection System (NIDS) 
will be another wall for protection. Most of the existing 
commercial NIDS are signature-based but not 
adaptive.They can also be generated in a quicker and 
more automated method than manually encoded models 
that require difficult analysis of audit data by domain 
expertsThe major problem with signature-based 
approach is that these IDSs fail to generalize to detect 
new attacks or attacks without known signaturesThe 
unsupervised anomaly detection approach have a  
problem by making use of data clustering algorithms, 
which makes no assumption about the labels or classes 
of the patterns. Unlike the other two methods, these 
approaches can detect new emerging threats The 
advantage of the supervised methods for anomaly 

detection is that the labelling procedure. of the training 
data is helpful in detecting attacks directly by applying 
the rules to already classified and labelled data without 
scanning and verifying the validation of the rules to all 
packet, even those that are not related to these rules. 
Hence it is fast for real time continuously flowing 
network traffic for detection of newer and older attack. 
The proposed NIDS combines the efficiency of both 
signature based and anomaly based constructed by 
different types of supervisor [1]. There are three types of 
supervisor based on clustering depending on types of 
packet. The normal behaviour of a network can be 
profiled and anomaly traffic can easily be detected with 
the present of network portfolio. In addition, it can adopt 
the changes of network automatically with the adaptive 
learning of supervisors. This paper is organized into five 
sections. Section 2 contains a discussion on related 
works while the proposed supervisor-based NIDS is 
introduced in section 3.Results are reported in section 4 
and the final section concludes the paper. 

II.  RELATED WORK 

 Earlier NIDSs were mostly using signature based 
approaches and therefore were able to find only old 
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attacks and were unable to find new types of attack that 
come every .Intrusion Detection System (IDS) needs to 
be updated due to new attack methods or upgraded 
computing environments. Since many current IDSs are 
constructed by manual encoding of expert security 
knowledge, changes to IDSs are expensive and slow. In 
this paper, we describe a clustering technology which is 
a data mining approach for adaptively building Intrusion 
Detection (ID) models. The central idea is that the  
anomaly based clusters detect new attacks by utilize 
auditing programs to extract an extensive set of features 
that describe each network connection or host session, 
and apply clustering method to learn rules that 
accurately capture the behaviour of intrusions and 
normal activities. Therefore, many researchers have 
proposed and implemented different intrusion detection 
models based on data mining techniques to tackle this 
problem. In this section, a brief review on current works 
is given. According to [1]the basic elements of an IDS is 
the audit log that captures the system activity.The 
following layers of operation can be easily identied:1) 
Operating System: The logs in this layer contain 
information from the kernel and other operating system 
components and help determine if an attacker is trying 
to compromise the OS.At the network layer, 
communication data is analyzed to determine if an 
attacker is trying to access one's network. Examples of 
IDSs that operate on this layer include NADIR 
(Network Audit Director and Intrusion Reporter) 
[2],2)Application: Application level IDSs examine the 
operations executed in an application to ascertain if the 
application is being manipulated to extract behavior that 
is prohibited example is Janus [3]. Over the past ten 
years, intrusion detection and other security 
technologies such as cryptography, authentication, and 
_recalls have increasingly gained in importance [4] 
However, intrusion detection is not yet a perfect 
technology [5]. This has given data mining the 
opportunity to make several important contributions to 
the old of intrusion detection [6]have proposed an 
approachwhere an adaptive IDS which defines a set of 
data dependency rule sets based on changing access 
roles which are maintained in a repository to identify 
such malicious transactions.Whereas in [7], the author 
talks about a framework for continuously adapting the 
intrusion detection system for a computer environment 
as it is upgraded..NIDS need to be accurate, adaptive, 
and extensible.[8] presents the features of signature 
based NIDS in addition to the current state-of-the-art of 
Data Mining based NIDS approaches. But there are 
three types of issues in NIDS accuracy, efficiency, and 
usability [9] tries  to improve all of them.By using 
classifier as the data mining approach.[10] have 
described an incremental technique that uses association 
rules and classification techniques to detect attacks. It 
does not use the entire data set to mine rules. The rules 

are categorized according to the time of the day and day 
of the week. An incremental on-line algorithm is used to 
detect rules that receive strong support during a sliding 
window of pre-determined size [11]  apply one of the 
efficient data mining algorithms called naïve bayes for 
anomaly based network intrusion detection. 
Experimental results on the KDD cup’99 data set show 
the novelty of this approach in detecting network 
intrusion is very high. NIDS need to be accurate, 
adaptive, and extensible [12,13] have developed an IDS 
with an overview on two general data mining algorithms 
that have been implemented: association rules [14,15] 
and frequent episodes [16].With new types of attacks 
appearing continually, developing flexible and 
adaptivethere are still problems that are to be resolved in 
order to provide better security to new types of attack. 
[17] Combine in designed an effective anomaly-based 
IDS using techniques of data mining and expert systems. 
Combining methods may give better coverage, and 
make the detection more effective.. [18] Incorporates 
Detection models for new intrusions or specific 
components of a network system  into an existing IDS 
through a meta-learning (or co-operative learning) 
process, which produces a meta detection model that 
combines evidence from multiple models Mining Audit 
Data for Automated Models for Intrusion Detection in 
[19]. [20] Proceedings of introduces a new type of 
clustering-based algorithm for unsupervised anomaly 
NIDS, which trains on unlabelled data in order to detect 
new intrusionssets. [21] Here signature discovery in 
NIDS. Is supported using data mining based approach 
.Furthermore, [22] discusses outlier detection algorithms 
used in data mining systems. In this paper, an adaptive 
NIDS based on various clustering techniques is 
proposed. However, unlike most of the current 
researches, which only one engine is used for detection 
of various attacks; the proposed system is constructed 
by a number of supervisors, which are totally different 
in both training and detection processes along with the 
advantage of signature based method. Our system 
utilizes the advantage of both methods to detect new and 
old attacks. 

III. PROPOSED DESIGN OF SUPERVISOR-

BASED NIDS 

 The proposed NIDS is composed of three modules, 
Trainer, Clustering based Detection Engine (Supervisor-
Based Agent), Rule Database.  

A. System architecture 

 Data Mining Approaches can be used for 
implementing Clustering techniques for the formation of 
respective Supervisors.Clustering of respective type of 
packets under respective Supervisors which will be 
formed. This model is supposed to improve efficiency. 
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correspondence with the respective rules. Supervisor-
Based detection engine is based on normal network 
traffic behaviour only and deviations from it. The 
adaptive ability of this model to the environment is 
expected in higher than its false alarm rate since 
legitimate packets may be filtered as attacks. Figure 3 
shows the structure of a Trainer. 

 
Figure 3. Architecture of the Trainer 

 

B. Clustering Algorithm in Anomaly Detection 

Clustering-Based Detection Engine. 

 After recording thenetwork traffic behaviour pattern 
by taking input vectors as network packets, the normal 
net work traffic behaviour in isolated clusters is 
collected during training. When abnormalnetwork 
behaviour is encountered while clustering, its traffic 
pattern is compared to the respective threshold trained 
clusters. If the deviation from the normal threshold is 
too large as compared to the normal clusters, it is 
suspected to be  as abnormal behaviour thereby raising 
an attack alarm as a result of detection of a potential 
attack, or vice versa. 

1)  Feature selection. Only the required feature sets 
fordifferent clusters are shown in Table 1.The features 
selected are specifying for the quantitybased attacks 
such as TCP syn flood attack and denial of service as 
listed below. 

TABLE I .FEATURE SETS FOR CLUSTERED 
SUPERVISORS 

Supervisor 

TCP 

Supervisor 

UDP 

Supervisor 

ARP 

Number of 
Unique ports 
accessed 

Number of 
Unique ports 
accessed 

Number of 
Unique ports 
accessed 

Mean Packet 
Size 

Mean Packet 
Size 

Mean Packet 
Size 

Source port Source port Source port 
Destination 
port 

Destination 
port 

Destination 
port 

Window size Window size Window size 

Time To Live Time To Live Time To Live 

2) Computation of threshold feature vector of each 
Cluster-In our proposed Supervisor-Based 
NIDS,consider the threshold unit as the mean of each 
feature set selected which is eventually used for the 
detection of abnormal variation from the normal traffic 
pattern 

3)  Training phase – forming and updating of clusters. 
The newly arrived packets are trained and divided into 
clusters depending upon the previous traffic pattern 
records. 

4) Decision Maker-It is based on how farthe variation 
is from the threshold unit of a candidate cluster 
fromnormal. If it is larger than the threshold, thecluster 
will be regarded as an intrusion, or vice versa. 

IV.  EXPERIMENTS 

 Examinations of the proposed NIDS for testing and 
analysing the efficiency are performed, and also, 
various` types of attack are tested to evaluate the 
strengths and limitation of each Supervisor.  

 

Figure 4: Efficiency of Detection 

A.  Experiment Parameters  

 Incoming network packets are captured for 
recording the normal network behaviour pattern. In 
Supervisor-based detection engine, clustering approach 
was adopted. Threshold value is initialised to 0 and 
maximum loop count is 100.For the representation of 
data, the combinations of supervisors are represented in 
Table 2. 

TABLE II.CORRESPONDING SUPERVISORS WITH 
THE ASSIGNED RULE. 

 

TCP 

SUPERVISOR 

Cluster of TCP packets using k-
means algorithm  

 

UDP 

SUPERVISOR 

Cluster of UDP packets using 
k-means algorithm 

 

ARP 

Cluster of ARP packets using 
k-means algorithm 
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SUPERVISOR 

 

RULE 1 

Recorded pattern by TCP 
supervisor for attack traffic 

 

RULE 2 

Recorded pattern by UDP 
supervisor for attack traffic 

 Table II shows the supervisors formed by Sample 
clustering algorithmwith ‘protocol type’ as the selected 
feature.Each Supervisor analyses the incoming real time 
packets for abnormal deviation from value of the 
defined threshold unit of cluster. If a significant 
deviation is observed, the respective traffic pattern is 
used to devise a rule for the specific attack and also the 
rules formed are then trained to the Rule Database .This 
Rule database is then referred by the supervisor-based 
detection engine for finding intrusions in the incoming 
network traffic. Hence, updating of the Rule database 
reduces the time complexity for detecting newly 
prevailing attacks and improves the efficiency for 
detecting zero type attacks i.e. new attacks .Our 
proposed architecture integrates the strengths of both 
Rule-based and clustering based supervisors thereby 
improving the efficiency of detection of the old as well 
as the new attacks and with reduced time overheads.  

B.  Results 

 Since, Rule-based and signature based NIDS can 
detect only known type of attacks, it is incapable of 
detecting new type of attacks. In today’s world new 
attacks are developing at a fast pace,thereby posing new 
threats.Eachclustering-based supervisor performing 
Anomaly detection, examines specific kind of traffic; 
hence there is faster detection rate in each supervisor 
and lower false alarm rate from certain supervisor. At 
the decision maker, a higher detection rate can be 
improved by using the Rules applied. The benchmarking 
traditional Rule-based NIDS prove to be lower in 
detection rate for the attack type without signature, 
while the proposed NIDS based on normal traffic has 
high potential on capturing “new” attack by combining 
the clustering approach in supervisors doing anomaly 
based detection. 

TABLE III.COMPARISON OF CORRESPONDING 
SUPERVISORS  WITH THE ASSIGNED RULES 

ATTACK SUPERVISOR RULES 

TCP UD

P 

ARP RULE1 RULE2 

TCP 

LAND 

98.4 0.0 0.0 98.25 0.0 

DOS 99.1 0.0 0.0 99 0.0 

UDP 

FLOOD 

 98.6 0.0 0.0 98.3 

TCP SYN 99.6 0.0 0.0 95.5 0.0 

 The efficiency is analysed using Detection rates and 
false alarm rates. Hence, using the average of both the 

supervisors designated on the basis of clustering based 
detection supervisors and signature based detection 
supervisors, the rate of accurately finding the attacks 
increases since the attacks are first tested with the 
signature based detection and then the remaining 
unsuspected packets to the clustering based supervisors. 

 

Figure 5: Comparison of Detection Rates of Traditional 
NIDS with proposed Clustering-Based NIDS. 

 

Figure 6: Comparison of Detection Rates of Traditional 
NIDS with proposed Clustering-Based NIDS. 

V.  CONCLUSION 

 Earlier NIDS products were signature-based with 
many disadvantage of lack of detection of newly created 
attacks Than there were classifier-Based approaches 
with another set of problems and overhead of classifying 
and also not being adaptive. Our paper proposes an 
Adaptive and efficient NIDS using clustering approach 
of Data mining. Every network traffic have a definite 
behaviour that is precisely captured using Data  mining 
approaches, Intrusion detection is used in the networks 
by comparing the set of baselines of the system with the 
present behavior of the system [3]. Our proposed system 
is constructed by a number of Supervisors, which are 
totally different in both training and detecting processes 
and has strength on detecting different types of attacks 
as well as ability of detecting new types of attacks. The 
results show that the network traffic pattern used as 
unswerving supervisors which is more efficent from 
traditional signature-based NIDS.For future 
development, the following directions are proposed: (i) 
to develop more supervisors which are strength on other 
aspects, (ii) to set the thresholds by the system with no 
human interference and also (iii) to introduce 
incremental updating mechanism for the detection 
supervisors. 
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Abstract - This paper proposes an idea for effective monitoring and controlling of crops using Wireless Sensor Networks. With the 

help of wireless sensor nodes, we transit the information to the gateway node from the sensor node using 6LoWPAN protocol 

through compressed internet protocol version 6(IPv6) packets. From the gateway node, the information is sent to the integrated 

system via 3G. The information is processed in the integrated system and can be viewed in a LCD screen. There is a console to 

operate the motor and spray fertilizers. 

 

KEYWORDS- Wireless Sensor Networks (WSN), Internet Protocol Version 6 (IPv6), 3G Networks, Sensor Nodes and Gateway 

Nodes. 

 
I. INTRODUCTION  

 Agriculture is the backbone of any nation and for a 

country like India, agriculture is the prime occupation. 

In this modern age where technology has revolutionised 

the world, farmers must also be equipped with state-of-

the-art devices. Farmers walk for a few kilometres in 

hostile conditions to their farms to switch on their 

motors, instead they can switch it on with a press of a 

button from their homes. The fertilizers can be sprinkled 

in the farmland, again with help of a button. 

Temperature sensor is placed in the farm and it monitors 

the temperature level of the soil. If the temperature goes 

above the threshold temperature, there will be an alarm 

and red light indication. The farmer can decide to switch 

on the motor. If the temperature falls down the threshold 

value, the farmer will be notified by an alarm and red 

light indication. The pH sensor is placed in the farm, so 

that the farmer gets information about soil pH which 

appears on the LCD screen. By monitoring the critical 

parameters like Temperature, and soil pH, the farmer 

goes to the field only when real manual work is needed 

and can get the best crop output per unit land of hectare.       

II. WIRELESS SENSOR NETWORKS 

 Wireless Sensor Networks are used because, 

measurement parameters like Temperature and Soil pH 

are to be monitored and controlled. Wiring poses safety 

hazards and labour wages are also expensive. Also, 

accurate monitoring can be achieved by use of WSN. 

Thus, a Wireless Sensor Network technology would be 

the best alternative for distributed data collection and 

monitoring for agricultural farms. 

 The feature of Wireless Sensor Networks is that the 

sensors nodes for collecting data are very small in size 

and many sensors can be mounted. The base station 

consists of a processor in the form of an integrated 

device for collection and processing of data and 

displaying it in a LCD screen. 

 The maintenance of WSN is very cheap and easy. 

Also, WSN is very fast and easily re-locatable. 

 The objective of our system is that, it should 

monitor and ensure that the necessary variables are 

within the required range like Temperature and soil pH. 

The sensors should easily be re-locatable and a base 

station is needed to process the data collected. 

 III. WIRELESS COMMUNICATION 

 Wireless communication is required between the 

sensor nodes and base station, therefore batteries should 

be used to power the nodes.  

 6LoWPAN protocol can be used because of low 

power consumption and small amount of data is 

transmitted. The 6LoWPAN enables transmission of 

compressed Internet Protocol version 6 (IPv6) packets 

over IEEE 802.15.4 networks. 

IV. DESIGN AND DEVELOPMENT 

 The conditions for design are to increase the quality 

and productivity of the plant growth. The farmer will be 

able to set reference values for Temperature and soil pH. 

It should be able to adjust when the need arises, such as 

when a different type of crop is grown. It can be easily 
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done in software. Also provide mobility of the 

measurement points. Due to change in climatic 

conditions, crop rotation can be accommodated easily 

by changing the reference variables. The system is also 

fast, easy and cheap to install. 

 

Fig.1 Overall Design Setup 

 The Development phase involves, wireless sensor 

nodes, base station and actuators. The measured 

parameter values are converted from analog to digital at 

the node. The data is then compressed into packets and 

transmitted over IEEE 802.15.4 networks directly to the 

gateway node which is connected with integrated 

system. The integrated system performs data collection 

and control, and also displays the climate variable 

values and statistics to the user on the screen.  

V. ARCHITECTURE 

 Five nodes can be placed in the farm. The range of 

each node depends upon the quality of the nodes 

purchased. Each of these nodes measures the variables 

and communicates directly with the gateway node. Each 

node wakes for 45 seconds then goes back to sleep for 

10 minutes 15seconds. At any time only one node read 

data from sensors and await data request from gateway 

node. All communications are routed through the 

gateway node. 

 

Fig.2 Sensors installed in the crop field 

 Node 1 is placed on the left hand top corner. Node 2 

is placed on the left hand bottom corner. Node 3 is 

placed in the right hand top corner. Node 4 is placed on 

the right hand bottom corner. Node 5 is placed in the 

center of the field. 

 The devices used are based on 6LoWPAN protocol 

which enables transmission of compressed internet 

Protocol Version 6 (IPv6) packets over IEEE 802.15.4 

networks. The 6LoWPAN protocol format defines how 

IPv6 communication is carried in 802.15.4 frames and 

specifies the adaptation layer’s key elements. 

 

Fig.3 Star topology WSN 

 A star topology WSN can be used in our system. 

The star network is connected to the base station. 

Gateway node acts as a coordinator and received the 

measured data from the sensor nodes. An integrated 

system was connected is to be connected to the gateway 

node to collect and analyze the data. 

VI.  PROCESS IN INTEGRATED SYSTEM 

 

Fig.4 Integrated System 

 The values of both the Temperature and pH will be 

displayed in this device. The Temperature values, T1, 

T2, T3, T4, and T5 values are compared and we display 

the Highest Value, Lowest value and the Average value. 

Similarly The pH values, P1, P2, P3, P4, P5 values are 
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 Low supply voltage (2.1 – 3.6 V) with integrated 

voltage regulator, Programmable output power and no 

external RF switch / filter needed.  

Sensor Boards 

 In the Sensor board, sensors are soldered to the 

board. They are equipped with all necessary resistors, 

capacitors and operational amplifier. It plugs to the 

CM5000 through the I/O pins. 

Temperature Sensor 

 SHT75 digital humidity and temperature sensor is 

the high-quality version of the pin-type humidity sensor 

series with cutting edge accuracy. 

 It’s a single chip, Temperature and Humidity 

Sensor. Its features are, ultra-low-power consumption, 

auto power down, fully calibrated, digital output with 

superior signal quality, small size, Temperature range of 

-40 to 125 oC . 

pH Sensor 

 We can use the Vernier pH Sensor, PH-BTA. Its 

features are, it is made of sealed, gel-filled, epoxy body, 

Ag/AgCl, the response time is 90% of final reading in 1 

second, temperature range is 5 to 80°C, Range of pH 0–

14, resolution: 0.005 pH units Isopotential pH: pH 7 

(point at which temperature has no effect) and output: 

59.2 mV/pH at 25°C. 

Gateway Node 

 It is similar to the sensor node with the exception of 

the sensor board. It comprises CM5000 sensor node and 

a USB serial adapter board. Adapter board is used to 

connect to the base station using a USB cable. 

 Its function’s are, maintains overall network 

knowledge, serves as coordinator node, router node 

where all data to and from sensor node pass through. It 

needs memory and computing power. It requires 

memory and computing power. 

Base Station  

 It is made up of the integrated system which 

collects data from the sensor nodes through the gateway 

node. It performs the control calculations. It displays the 

Temperature values and pH values on the LCD screen 

for the user. The Temperature and pH values are 

compared and the integrated system processes the new 

values for Temperature and pH every 10 minutes and 15 

seconds. The base station displays the information on 

the LCD screen. The farmer determines how long each 

actuator is turned on. 

Operating System: Tiny OS 

 TinyOS is a free and open source component-based 

operating system and platform targeting wireless sensor 

networks (WSNs). TinyOS is an embedded operating 

system written in the nesC programming language as a 

set of cooperating tasks and processes. It is intended to 

be incorporated into smartdust. TinyOS started as 

collaboration between the University of California, 

Berkeley in co-operation with Intel Research and 

Crossbow Technology. 

VIII.CONCLUSION AND FUTURE 

DEVELOPMENT      

   In this prospective paper, we are currently planning 

to implement and reduce the cost so that it is feasible 

and affordable. Also the authenticity of data and 

detection of failure of nodes can be empowered. 

 Future developments can be made my monitoring 

and controlling other parameters like humidity, 

atmospheric pressure. Also a solution to spray pesticides 

can be incorporated. 

 2G can also be used if 3G is not feasible or if it’s 

expensive. Since low information data is transmitted, 2G 

can also be incorporated. 

 The alert message can also be sent to the farmer via 

SMS using GSM and also a voice call service to their 

mobiles. Also, the Motor can be made to switch on 

using wireless technology instead of using wired electric 

lines. 

 This remote monitoring using Wireless Sensor 

Networks enables the farmers to save time and energy 

by walking into the fields. This enables the farmers to 

grow more crops and to monitor their growth with ease. 

This leads to more productivity of output which is of 

profit to the farmer, in turn the society.  
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Abstract - Multi-core processors are about to conquer embedded systems — it is not the question of whether they are coming but 

how the architectures of the microcontrollers should look with respect to the strict requirements in the field. We present the step 

from one to multiple cores in this paper, establishing coherence and consistency for different types of shared memory by hardware 

means. Also support for point-to-point synchronization between the processor cores is realized implementing different hardware 

barriers. The practical examinations focus on the logical first step from single- to dual-core systems, using an FPGA-development 

board with two hard PowerPC processor cores. Best- and worst-case results, together with intensive benchmarking of all 

synchronization primitives implemented, show the expected superiority of the hardware solutions. It is also shown that dual-ported 

memory outperforms single-ported memory if the multiple cores use inherent parallelism by locking shared memory more 

intelligently using an address-sensitive method. 

Keywords- On chip synchronization, Hardware approach, MACtrl. 

 
I. INTRODUCTION  

 Electronic architectures face a continuous increase 

in functionality which requires additional memory and 

computational power. Due to the stringent 

environmental conditions to be fulfilled, increasing the 

core frequency of the single-core embedded processor 

cores is much more limited than in other fields. As the 

road maps of leading semiconductor companies denote, 

multi-core alternatives for embedded applications are 

about to be introduced [2]. The advent of parallelism is a 

renowned topic in the field of computer science and 

there are enough examples that show how parallelism — 

in all its undeniable benefit — introduces new kinds of 

problems which, unfortunately, are nontrivial in the 

majority. However, with ever increasing 

miniaturization, introducing parallelism is a natural next 

step in the evolution of any microprocessor architecture 

(e.g. the UltraSPARCI and the dual-core 64b 

UltraSPARC [3]). Conventional parallel architectures 

have to be judged with respect to their applicability . 

Since the issue here concerns also safety-critical 

systems(especially automotive and aeronautics), cost 

will or should not be the sole criterion in evaluating 

promising solutions. Changing from a single to multiple 

processor cores is not without pitfalls and requires 

prudence. Synchronization is the main topic that must be 

addressed. Data synchronization prevents data from 

being invalidated by parallel access whereas event 

synchronization coordinates concurrent execution. One 

common mechanism to achieve data synchronization is 

a lock. Event synchronization forces processes to join at 

a certain point of execution. Barriers can be used to 

separate distinct phases of computation and are normally 

implemented without special hardware using locks and 

shared memory [4]. An involved process enters the 

barrier, waits for the other processes and then all 

processes leave the barrier together. Waiting can be of 

type busy-waiting or blocking, whereas locking by 

busy-waiting is not a preferred locking technique. This 

common belief is challenged recently [5], but not 

regarding embedded but database systems. In [6] 

synchronization primitives are analyzed regarding the 

amount of energy consumption of busy-waiting vs. 

blocking methods. In this paper blocking hardware 

solutions ensuring synchronization for a multiple 

number of processor cores are presented and compared 

to pure spinning software solutions. 

II.  RELATED WORK 

 Locks are implemented in hardware in the CRAY 

X-MP [7]: a limited set of lock registers is shared by the 

processors and are assigned to certain processes by the 

operating system. In [8] the architecture of an early 

RISC-based multiprocessor is described. Each processor 
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has a fixed number of channels to send data to the other 

processors, some bytes can be sent on a channel without 

blocking the sending processor. Here support of the 

compiler is needed to coordinate the execution of the 

processes on the different processors. The 

synchronization primitive’s locks, barriers and lock-free 

data structures are the focus of attention in [9]. The 

classical implementations of those primitives are 

compared against hybrid synchronization primitives that 

use hardware support and the caches to improve 

efficiency and scalability, yielding promising results that 

seem to justify hardware acceleration.  In the specialized 

multi-core architecture described in [10] a DSP-, RISC- 

and VLIW-core are connected by a 64-bit AMBA AHB 

bus. For fast synchronization each pair of the three cores 

share dual-ported memory on-chip. Caching is not done 

for the on-chip but for the off-chip memory (SDRAM). 

The work in [10] shows some relevance regarding the 

hardware configurations used and described in this 

paper. In  an analysis of how to provide an efficient 

synchronization by barriers on a shared memory 

multiprocessor with a shared multi-access bus 

interconnection is described. An innovative, perhaps 

unorthodox, alternative to ordinary barriers is given in 

the waiting of a thread is forced by continuous 

invalidation of the respective instruction cache. An 

example of global event synchronization across parallel 

processors using a barrier support library is given in, a 

compiler is needed to produce the parallelized binary 

code. Besides the performance overhead due to waiting, 

barriers also have significant power consumption as 

disadvantage. Different barrier implementations for 

many-core architectures are analyzed in terms of 

efficiency and scalability in [7], proving that the scaling 

behaviour of actual hardware implementations can differ 

to the expected scaling behaviour. Directly related to the 

topic of this paper is the work done in [8], the on-chip 

global synchronization unit presented there shares ideas 

with the work presented in this paper. In [8] this 

synchronization unit is only simulated, in our paper we 

actually implemented such an on-chip synchronization 

aid in hardware too. On the other hand in [9] hardware 

implementations of basic synchronization mechanisms 

are described. This was done here for comparison 

reasons as well, previously to designing and 

implementing the synchronization unit which is the 

main part of this work. The mechanisms realized in [10] 

are building on vendor-specific bus systems, lacking the 

advantage of direct on-chip synchronization realized 

here. Similar system architectures based on FPGAs are 

discussed in [10] with respect to accelerating data 

processing. 

III. HARDWARE SYNCHRONIZATION 

 A hardware-environment based on hard-wired 

processor cores and on-chip shared memory is the 

fundament for the implementation and practical 

verification of the concepts presented in this paper. The 

main focus is on how to achieve reliable communication 

between the processor cores using the on-chip shared 

memory. 

 

Fig. 1. Scheme of an efficient race for access 

A.  Problem 

 Synchronization between the arbitrary number of 

cores in their access to the shared memory is necessary. 

An efficient mechanism to resolve arbitrary concurrent 

requests for our critical resource should fulfill the 

following demands: 

_  Efficiency: 

–  only cores actually competing for access attend the 

race and can become its winner 

–  the race itself must not consume much time ideally 
the race elects one winner per cycle 

_  Fairness: 

–  no competitor waits indefinitely to get access 

–  each competitor is served in a finite time 

= ideally the worst-case waiting time is bounded only 

by the number of processor cores 

 All requirements are met with the synchronization 

mechanism developed and described in the following. 

B. Concept 

 In order to fulfil the efficiency and fairness 

demands a synchronization mechanism has been 

developed. A simple round robin scheme cycling all 

available processor cores would require minimal 

resources for implementation but would be very 

inefficient when only a few cores want to access the 

shared memory. As shown in Fig. 1 only the cores 
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which really need access are considered for it by our 

mechanism. Processor cores that have to wait are 

blocked until it is their turn. The worst case occurs in 

the situation when all the available cores want access to 

the shared memory simultaneously, resulting in different 

waiting times. In order to avoid any processor core to be 

favoured or discriminated a dynamic priority scheme is 

used to choose the access-order. A global locking 

scheme making not just arbitrary single but also 

multiple accesses to the shared memory atomic is 

present as well. Global locking is offered by a global 

locking bit that is shared by all processor cores in the 

system. 

Fig. 2. Parallel access to different memory-regions by 

address-sensitivity 

 Locking the whole shared memory when accessing 

essentially only a small area of the memory is not very 

efficient. Therefore a special form of address-sensitive 

locking that allows the locking of just blocks instead of 

the whole shared memory has been developed and 

implemented. This enables concurrent read- and write-

access to regions of shared memory, as is demonstrated 

for two cores in Fig. 2. For event synchronization simple 

barriers using fixed configuration bit patterns and more 

flexible complex barriers have been developed, the latter 

ones allow to specify multiple barriers for different 

subsets of the available processor cores. 

C.  Realization 

 The developing Multi-Access Controller (MACtrl) 

consists of core-side and inter-core logic as shown in 

Figure3. 

 

Fig. 3. Multi access- controller (MACtrl), abstraction 

 A fully generic design of the MACtrl will be 

developed in the hardware description language 

(VerilogHDL) in order to allow easy scaling in terms of 

the processor cores. The goal to keep the design as 

compact as possible is achieved by a code optimized 

algorithm that selects the next core that is allowed to 

access the shared memory in case of concurrent 

requests. In order to execute multiple accesses 

atomically also global locking is implemented using a 

variation of the algorithm. Address-sensitive locking is 

activated as soon as an upper and a lower address of a 

memory block is loaded into the respective registers of 

the MACtrl. Then the block of memory is tried to be 

locked by the controller. Due to their very nature, global 

locking and address-sensitive locking are implemented 

to be mutual exclusive - the two access methods cannot 

be used simultaneously to access the shared memory. 

Simple barriers are the easiest method to achieve 

efficient point-to-point synchronization: each core that 

wants to meet at a given point of execution writes an 

arbitrary value to a dedicated barrier register of the 

MACtrl. Then the respective processor core is blocked 

until at least one other core writes to its corresponding 

counterpart-register. other cores to wait for. Each bit in 

the register corresponds to the fixed number of a 

processor core in the system. The drawback is that the 
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number of the cores must be known at compile-time. A 

more flexible replacement for the extended simple 

barriers are complex barriers. They allow a more 

hardware-remote — abstracted — level of 

programming: the numbers of the processor cores must 

not be known in advance, only the number of other 

cores to wait for, making it irrelevant on what processor 

core the program will eventually be executed. 

IV. IMPLEMENTATION 

 All the hardware synchronization methods 

described in the previous Section were successfully 

simulated for four, some of them also for eight 

processor cores. From the beginning on there was no 

assumption limiting the number of cores. All 

implemented types of synchronization mechanisms will 

be tested. As most important case the worst case of 

incessant access to the shared memory was simulated 

with the help of assembler routines. The core frequency 

of the processor cores was 100 MHz when conducting 

the following test data sets 

 

Fig. 5. Performance of single accesses to shared 

memory over all methods 

B.  RESULTS 

 Figure 5 and Table I clearly show the superiority of 

the MACtrl with implicit and explicit locking to the 

badly performing spinning software locking methods. A 

total of 10 million successive single or paired accesses 

(read/write-pairs) to the same word in shared memory 

are executed in sum by both processor cores, resulting in 

countless conflicts between them. In order to test 

address-sensitive locking an artificial scenario with 

overlapping memory blocks was constructed. Each 

processor core reserves a memory block, accesses it and 

then relocates it by an arbitrary offset. Relocation is 

done in opposite directions; hence conflicts between the 

processor cores occur. The promising results are 

presented in Table II. 

 

Table I Paired Accesses, Exact Values With Lock-

Details 

 
Table II 

Block Accesses To Different Regions Of Memory 

V. CONCLUSION 

 The problem of synchronization in multi-core 

systems with shared memory demands for efficient and 

reliable solutions, in particular for embedded systems. 

An approach is to integrate the synchronization 

mechanisms, which are normally based on locks, into 

the on-chip hardware. This guarantees fairness and 

stability, avoiding poor performance under load, 

starvation and even deadlock. A specialization of the 

multi-core approach to a dual-core PowerPC system 

proved the clear superiority of the hardware over 

software solutions that will be implemented. 
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Abstract - In India and many developing and under-developed countries, providing internet facility to many school-going students is 

still a far-fetched concept. Also, in places like DRDO, DRDL and ISRO campuses, where internet is blocked due to security reasons, 

lack of internet causes many problems even to those who have blocked it. In places where natural calamities have struck or in 

warzones where the attacker has taken down the internet infrastructure, contacting loved ones through social forums or just accessing 

basic internet facilities is impossible. In this paper, which is based on our project, we propose a new system which circumvents the 

internet architecture by using GSM infrastructure to access internet services, albeit on a reduced scale. This can be done by using a 

GSM Modem interfaced to a microcontroller (NXP in this case.) The command sets of each service offered in the system are 

integrated in the source code. The GSM Modem is controlled through AT Commands and sends SMS messages to access internet 

services and receives information in the form of SMS messages. All subsystems in the module are interfaced to the microcontroller. 

 

Keywords- GSM Modem; NXP Microcontroller; AT Commands; GSM Architecture; GSM Modem. 

 
I. INTRODUCTION  

 Internet usage in today’s era has gone up by leaps 

and bounds. The rise of social networks has fuelled its 

growth in recent times. The need for communication and 

the hunger for knowledge has stimulated this rise. With 

the advent of 3G and 4G technologies, internet access 

has become fast and widespread. New wireless 

standards have allowed Wi-Fi users to have lightning 

fast speeds and long range. An estimated 2.28 billion 

people use internet worldwide today. 

 All these technologies, however, will be useless if 

there is no internet service available. No matter how 

advanced a device is or which generation it belongs to, it 

simply won’t work if the internet architecture in an area 

breaks down or does not exist. If we venture out to rural 

areas in developing countries like India, chances are we 

won’t be able to access even the most basic of internet 

facilities. This is because there is no internet service 

provider (ISP) in these areas. The internet 

infrastructuredoes not exist in these areas as it is not 

considered as profitable. 

 Internet was the major driving force in the popular 

uprisings in the Middle East recently. Protests were 

organized via social networking sites like Facebook and 

Twitter. Thus, it is no surprise why during wars, the 

aggressor always looks to take out or cripple the internet 

infrastructure of the defender. In such cases, there is no 

way for the populace of the defender, both local and 

foreign, to be in touch with their families through 

internet. 

 As good internet can be in this modern age, it also 

poses risks when it comes to security and 

confidentiality. Due to its widespread use, attacks on 

unsuspecting users have become frequent. The victim, 

however, may not be just a passive user. Many 

governmental and military agencies have been victims 

of cyber attacks in the past. Some agencies, to prevent 

such attacks, are prepared to let go of the benefits of 

internet for security and block it in their premises. Such 

agencies include ISRO and DRDO. Such measures 

have, of late, reduced their efficiency as there can be no 

substitute to the services offered by internet in terms of 

pure intellectual power. 

 There can be many other scenarios where lack of 

internet access poses many problems. Hence, there is 

need to develop new technologies which can provide 

internet access in such remote areas. In our project, we 

attempt to create one such technology which 

circumvents the entire internet infrastructure to access a 

limited number of internet services.There are three 

levels of internet access: 1.Full-internet, which can be 

accessed through laptops and PCs. 2.Mini-internet, 

which is accessed from tablets and smart phones. 

3.Micro-internet, which is accessed using other mobile 

phones. As we go from full to micro level internet, we 

see that the scale of the devices reduces and the number 

of internet services offered also reduces. In our project, 

we introduce another level of internet, called Nano-

internet, through which we offer a limited number of 

internet services on a reduced scale with respect to both 

size and cost. 
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II. SYSTEM ARCHITECTURE 

 The system being developed uses fairly low-cost 

components. The idea is to access internet services using 

a GSM modem through SMS messages. Figure 1 

showsthe block diagram of our system which shall 

henceforth be called as ‘Nano Internet System’ or 

simply NIS. Our goal is to create a low-cost device 

which can access internet in remote areas and provide a 

meaningful number of services. The input and output 

devices are a 4x4 keypad and a 16x2 LCD display 

respectively. The service requests are handled by the 

microcontroller. The microcontroller used is NXP 

P89V51RD2, manufactured by NXP. We use a SIM300 

GSM modem to send and receive text messages from 

the NIS. 

 Since the GSM modem works on a TTL serial 

interface, we use a MAX232 IC which converts signals 

from a RS-232 serial port to signals suitable for use in 

TTL compatible digital logic circuits.The MAX232 is a 

dual driver/receiver and typically converts the RX, TX, 

CTS and RTS signals. 

 The 4x4 keypad is used to give input to the NIS. It 

consists of 16 keys. It is interfaced such that it works 

like the alphanumeric keypad of mobile phones i.e. 

rapidly pressing a key will input a different letter, 

number or symbol.  Other features like moving through 

the menu have also been interfaced to the keypad. 

 The NIS uses a menu-based system. All the services 

offered in the system are displayed in the menu. The 

user should select the desired service and use it. The 

menu is hard-wired. Hence, to change it, the entire 

source code has to be upgraded. This is one of the 

disadvantages of the system as it does not provide a 

real-time menu because it cannot be changed in real-

time.  

 

Figure 1. NIS block diagram 

 The internet interface is the source code. Each 

service offered has its own command set which has to 

be integrated into the source code as a separate function. 

The integrated command set must be in the form of AT 

commands which are to be sent to the GSM modem. A 

complete discussion on AT commands and their use in 

NIS is done in subsequent sections. 

 The source code is written in embedded C 

language. Currently, testing and troubleshooting is being 

done using the μVisionKeil and Flash Magic software. 

Hyper Terminal is used to interface the GMS Modem to 

the PC to test each service and GSM modem routines. 

A. Internet Services Offered 

 A number of internet services can be accessed by 

sending SMS. Figure 2 shows some of them. However, 

not all of them can be used without at least a partial use 

of the internet architecture. Also, some of them cannot 

be accessed in some countries. Thus, the services which 

can be provided in the NIS differ in different areas. 

Hence, the system must make optimum use of services 

provided by global service providers (SPs) like Google. 

 The system we designed made use of a number of 

Google services provided by its Google Labs service. 

Now, many services which are provided by independent 

SPs are provided in the NIS. 

 

Figure 2. Some of the services offered in NIS 

 Each service has a command set of its own. This 

command set includes the form of the text message to be 

sent to perform different functions provided in the 

service. It also includes the number to which the text 

message has to be sent. This number differs for different 

geographical areas. For example, the number to use the 

Google SMS Search service differs in India from the 

one in USA. Thus, the NIS has to incorporate different 

source codes based on different geographic locations 

and include an option in the menu which lets the user 

decide the geographic location he/she is in.Alternately, 

we can use just one source code for all regions by 

suitably altering the different criteria for different 

regions based on the region selected by the user. Thus 
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memory requirements of the source code can be kept to 

a minimum, although this would not pose any problems 

as the NXP P89V51RD2 has 64kB of flash memory and 

1kB of RAM. Additional memory can be added by 

using an EPROM. 

 The command sets of each service must be 

incorporated in the source code in the form of AT 

commands which are used to communicate with the 

GSM modem. AT commands are dealt with in the next 

section. 

B. GSM Modem and AT Commands 

TABLE I 

SOME SMS ATCOMMANDS USED INNIS 

Command Description 

AT Check if serial interface and GSM 

modem are working. 

ATE0 Turn echo off, less traffic on serial line. 

AT+CNMI Display new incoming SMS. 

AT+CPMS Selection of SMS memory. 

AT+CMGF Select the input and output format of 

SMS messages. 

AT+CMGR Read new message from a given 

memory location. 

AT+CMGS Send message to a given recipient. 

AT+CMGD Delete message. 

AT+CSMS Select message service. 

AT+CMGL List messages. 

AT+CMSS Send message from storage. 

AT+CMGW Write message to memory. 

 The GSM modem can be used by sending AT 

Commands to it. AT is an abbreviation for ‘Attention 

Terminal’ or ‘Attention Telephone.’ They are also 

called Hayes AT commands because they were 

introduced by Hayes Communications[x]. 

 There are various AT command sets available for 

different purposes. The command set differs for 

different modems. A command set is available for each 

modem. The command set for a modem may include all 

or any combination of the call control, data card control, 

phone control, computer data card interface, service, 

network communication and SMS commands. For our 

purposes, we make use of the SMS commands along 

with some other basic commands. 

 Table I shows some of the basic SMS AT 

Commands used in NIS. Each command has a different 

syntax. For example, to send to send a message, 

AT+CMGS is used with the syntax: 

AT+CMGS = “<Number>” <Enter> 

<Service_command><Ctrl+z><Enter> 

 On execution of this command, the service 

command entered is sent to the specified number. The 

service command can be any command included in the 

command set of a service or it can be a text message 

which the user wants to send to a particular number. 

 

Figure 3. Flow chart to send a message using the GSM 

modem 

 Figure 3 shows the flow chart to send a message. 

After each AT command is sent to the GSM modem, the 

microcontroller waits for the modem to send an 

acknowledgement. The GSM modem can work in two 

modes: 

• PDU mode 

• Text mode 

 In the PDU mode, reading and sending SMS is done 

in a special encoded format. This compressed format 

saves message payload and is default in most modems. 

However, the PDU mode supports very few SMS AT 

commands. Hence, in NIS we use the text mode where 

reading and sending SMS is done in plain text. 

C. NXP P89V51RD2 Microcontroller 

 The NIS device uses an NXP P89V51RD2 

microcontroller. A key feature of the P89V51RD2 is its 

X2 mode option.  The design engineer canchoose to run 

the application with the conventional 80C51 clock rate 

(12 clocks permachine cycle) or select the X2 mode (6 
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clocks per machine cycle) to achieve twicethe 

throughput at the same clock frequency. Since internet 

access is measured in terms of the speed with which it is 

accessed, we can use the X2 mode to decrease the 

send/fetch time of SMS in the system. 

 Apart from this, the microcontroller has a 64kB 

flash memory and a 1kB RAM. This will prove to be 

useful when a large number of services are provided to 

users in almost regions. The In-System Programming 

(ISP) feature will also allow us to reprogram the system 

at any stage of its development under software control. 

Thus, the capability to update the source code makes a 

wide range of applications possible. 

 

Figure 4. P89V51RD2 block diagram 

 The microcontroller used is also In-Application 

Programmable (IAP.) This allows the flash program 

memory to be reconfigured even when the program is 

running i.e. the program can be changed when the 

device is in the middle of an operation like sending an 

SMS. 

 As Figure 4 shows, the microcontroller provides 

three 16-bit timer/counter. The requirement of timers in 

NIS is critical. In a scenario where the GSM does not 

respond, we do not want the microcontroller to wait for 

a reply indefinitely. Hence, a timer is used to perform a 

time-out operation to re-perform an operation or show 

an error message on the display. Thus, the 

microcontroller will not enter a state where it will wait 

for an event to occur forever. This can also be done for 

other scenarios where time-out operation is necessary. 

 The ports P0 to P2 are used to interface different 

subsystems. The port P3 has pins for serial input and 

output, external interrupts and external data memory 

read/write strobes. It also pins for external count input 

for timer/counter 0/1. 

III.  WORKING OF NIS 

 Figure 5 shows the flow data in the NIS. The 4x4 

keypad is used to input the data to the NIS. The input 

will include the selection of the service from the menu 

by the user. The menu is displayed on the 16x2 LCD 

display. It will consist of a complete list of the services 

offered by the system. The services offered will differ 

for different regions. The input will also include a 

function of the service. For example, while using the 

Calendar SMS service, different functions such as 

requesting scheduled events for the current day, next 

day or the next scheduled event. 

 All the input data is received by the microcontroller 

which, from the source code, generates and sends a 

service request to the GSM modem. In figure 5, the 

service request generator/receiver is the microcontroller. 

The internet services interface is the source code which 

has the command sets of all the internet services offered 

in the device in the form of AT commands. When the 

service request is sent from the microcontroller to the 

GSM modem, it is in the form service-command-

incorporated-AT-command. The GSM modem performs 

the desired function and sends an acknowledgement to 

the microcontroller. 

 The GSM modem receives data in the form SMS 

messages and sends it to the microcontroller. The 

microcontroller then displays the received message on 

the 16x2 LCD display. But there is problem in this 

operation. If we use services like SMS Search, the reply 

consists of not just the search but also unwanted text 

like ads. This unwanted text can be present in any part 

of the SMS, the start, end or somewhere in the middle. 

This calls for a modification in the source code to 

include a text processing function. This function should 

analyze the received text, detect unwanted text and 

remove it before it is displayed. 

 

Figure 5. Flow of data in NIS 

 The fact that the content and position of unwanted 

texts in the received message is always the same for a 

particular service makes it a little easier to write such a 

text processing function. If the content of the unwanted 

text is always the same, a simple if-else instruction will 

form the text processing function. If the position of the 

unwanted text is always the same, the system can 

perform a function to only display the rest of the 
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message. The job becomes easier if both the content and 

the position of the unwanted text are the same. 

 Some services do not require an input from the 

keypad. They are received when the SP sends an SMS. 

An example is the Bangalore-specific service provided 

by the Bangalore Traffic Police. This service informs 

the user of the roads in the city which he/she should 

avoid due to traffic jams. The messages from this 

service are received at pre-destined times or when an 

arterial road is jammed. On an average, 4 messages are 

received per day. This is only an example and there 

many other services which fall under this category. The 

user will have an option to allow or block such 

messages as there are many messages from the network 

provider which one may wish to avoid. 

IV. RESULTSCONCLUSION AND FUTURE 

ENHANCEMENTS 

 All the services are accessed by circumventing the 

internet architecture. The cost of accessing is virtually 

zero as internet data rates are avoided. The only charges 

one may incur are those of the SMS service. If the user 

has an SMS pack, this cost will also be removed. Thus, 

the only potential cost for the user would be the cost of 

the device itself, which, considering the low cost 

components being used, will not be high. Thus, our goal 

of creating a low-cost system which can access internet 

services without directly accessing internet is achieved. 

 Today’s world requires technologies which enhance 

our experience of the web. Technologies like 4G and 

standards like IEEE 802.11ac Wi-Fi Protocol greatly 

expand the scope of the net. But what if the backbone on 

which these technologies, the internet infrastructure 

provided by ISPs, breaks down some day and pushes the 

world back to Stone Age? There must be an end-of-the-

world insurance policy that will keep the world from 

breaking apart during such an apocalyptic event. NIS is 

one such effort to provide this policy. Though not 

complete and in no way final, it is a step forward 

towards achieving that ultimate technology which can 

provide cheaper access to internet for everyone. The 

bubbles left by ISPs where internet access is not 

possible have to be filled up and NIS is the way forward 

now. 

 It is obvious that this system is not complete. Thus, 

it has no future without it being enhanced. Many 

enhancements have been discussed and adopted or 

dropped. The main let-down in this system is the display 

and the keypad, the two main subsystems with which 

the user interacts. In future, the 16x2 LCD display can 

be replaced by a 128x64 LCD display or even an LED 

display. This would pave way for images and videos to 

be available in the system. Of course, there must be a 

service which offers them.It also requiresmuch 

advancement in GSM technologies and policy changes 

(read SMS cap) in the way SMS messages are delivered. 

 Many services like sending e-mails, accessing 

Facebook and chatting on Gmail are on hold due to 

different problems which can only be overcome when 

there are massive policy changes in India. However, 

they can be easily accessed in other countries. Such 

hurdles, when overcome, will clear the road for many 

such interactive services to be used in the system, 

making NIS a truly cutting edge system which provides 

the most popular web services without accessing the 

internet directly. 
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Abstract - In computing, an arithmetic logic unit (ALU) is a digital circuit that performs arithmetic and logical operations. The 

purpose of this work is to design, implement and experimentally check an Arithmetic Logic Unit (ALU) using Low-Power and Area-

Efficient Carry Select Adder. This work uses a simple and efficient gate-level modification to significantly reduce the area and 

power of the CSLA which would be incorporated in ALU. Carry Select Adder (CSLA) is one of the fastest adders used in many 

data-processing processors to perform fast arithmetic functions. Based on this modification 8-, 16-, 32-, and 64-b square-root CSLA 

(SQRT CSLA) architecture have been developed and compared with the regular SQRT CSLA architecture. The proposed design has 

reduced area and power as compared with the regular SQRT CSLA with only a slight increase in the delay. This work evaluates the 

performance of the proposed designs in terms of delay, area, power, and their products by hand with logical effort and through 

custom design and layout in 0.18- m CMOS process technology. The results analysis shows that the proposed CSLA structure is 

better than the regular SQRT CSLA. So by this analysis we shows that the proposed CSLA structure for the implementation of ALU 

is better in terms of area and power which will leads the better utilization of the processor.    

 

Keywords— Arithmetic logic unit (ALU), Application-specific integrated circuit (ASIC), area-efficient CSLA, low power. 

 

 
I. INTRODUCTION  

 The ALU is a fundamental building block of the 

central processing unit (CPU) of a computer, and even 

the simplest microprocessors contain one for purposes 

such as maintaining timers. The processors found inside 

modern CPUs and graphics processing units 

accommodate very powerful and very complex ALUs; a 

single component may contain a number of ALUs. Most 

of a processor's operations are performed by one or 

more ALUs. An ALU loads data from input registers, an 

external Control Unit then tells the ALU what operation 

to perform on that data, and then the ALU stores its 

result into an output register. The Control Unit is 

responsible for moving the processed data between these 

registers, ALU and memory. 

 An ALU is a combinational circuit that performs 

arithmetic and logic operations on a pair of operands. 

The operations performed by an ALU are controlled by 

a set of function-select inputs. The functions performed 

by the ALU are given below. 

Logical Operations: 

AND 

OR 

NOT 

XOR 

Left shift 

Right shift 

Arithmetic Operations: 

Addition 

Subtraction 

Increment 

Decrement 

Below shown a simple 4bit ALU with 

 Statistics: 14 inputs; 8 outputs; 61 gates; gate-level 

schematic Function: The 74181 can be modeled as 

below.  

 Recognizing the logic that makes up a CLA block 

in this case, the circled elements in the gate-level 

schematic is the key step in unraveling the secrets of the 

74181. 

 

Fig. 1. 74181 4-Bit ALU/Function Generator 
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 The four boxed circuits in the gate-level 

schematic are represented above by the single 

module M1 with 4-bit I/O buses. The second 

quadruplicated circuit in the 74181 leads to the high-

level module M2. The various XOR gates are also 

grouped into 4-bit word gates as indicated above. 

Further analysis shows that the 74181s original 

designers cleverly constructed the M1 and M2 logic so 

that with input line M = 1, each setting of the S(function 

select) bus produces one of the 16 possible Boolean 

functions of the form F(A,B). 

 Modern day circuit design is done mainly using 

hardware description languages (HDLs.). Two popular 

HDLs are Verilog and VHDL. In this simulation we will 

use VHDL. VHDL can be written using either structural 

or behavioral descriptions. Once written, VHDL code 

can then be run through sophisticated CAD tools such as 

a Xilinx tool that will generate the actual low-level 

gates.  

 Design of area- and power-efficient high-speed data 

path logic systems are one of the most substantial areas 

of research in VLSI system design. In digital adders, the 

speed of addition is limited by the time required to 

propagate a carry through the adder. The sum for each 

bit position in an elementary adder is generated 

sequentially only after the previous bit position has been 

summed and a carry propagated into the next position. 

 The CSLA is used in many computational systems 

to alleviate the problem of carry propagation delay by 

independently generating multiple carries and then 

select a carry to generate the sum [1]. However, the 

CSLA is not area efficient because it uses multiple pairs 

of Ripple Carry Adders (RCA) to generate partial sum 

and carry by considering carry input Cin = 0 and Cin = 

1, then the final sum and carry are selected by the 

multiplexers (mux). 

 
 Fig. 2. Delay and Area evaluation of an XOR gate 

 
Fig. 3. 4-b BEC 

 

Fig. 4. 4-b BEC with 8:4 mux. 

 The basic idea of this work is to use Binary to 

Excess-1 Converter (BEC) instead of RCA with Cin = 1 

in the regular CSLA to achieve lower area and power 

consumption [2]–[4]. The main advantage of this BEC 

logic comes from the lesser number of logic gates than 

the n-bit Full Adder (FA) structure. 

 The details of the BEC logic are discussed in 

Section III. This brief is structured as follows. Section II 

deals with the delay and area evaluation methodology of 

the basic adder blocks. Section III presents the detailed 

structure and the function of the BEC logic. The SQRT 

CSLA has been chosen for comparison with the 

proposed design as it has a more balanced delay, and 

requires lower power and area [5], [6]. The delay and 

area evaluation methodology of the chosen for 

comparison with the proposed design as it has a more 

balanced delay, and requires lower power and area [5], 

[6]. The delay and area evaluation methodology of the 

regular and modified SQRT CSLA are presented in 

Sections IV and V, respectively. The ASIC 

implementation details and results are analyzed in 

Section VI. Finally, the work is concluded in  

Section VII. 

II.  DELAY AND AREA EVALUATION 

METHODOLOGY OF THE BASIC ADDER 

BLOCKS 

 

Fig. 5. Regular 16-b SQRT CSLA 
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      The AND, OR, and Inverter (AOI) implementation 

of an XOR gate is shown in Fig. 2. The gates between 

the dotted lines are performing the operations in parallel 

and the numeric representation of each gate indicates the 

delay contributed by that gate. The delay and area 

evaluation methodology considers all gates to be made 

up of AND, OR, and Inverter, each having delay equal 

to 1 unit and area equal to 1 unit. We then add up the 

number of gates in the longest path of a logic block that 

contributes to the maximum delay. 

       The area evaluation is done by counting the total 

number of AOI gates required for each logic block. 

 Based on this approach, the CSLA adder blocks of 

2:1 mux, Half Adder (HA), and Full adder (FA) are 

evaluated and listed in Table I.As stated above the main 

idea of this work is to use BEC instead of the RCA with 

Cin = 1 in order to reduce the area and power 

consumption of the regular CSLA. To replace the n-bit 

RCA, an n+1-bit BEC is required. A structure and the 

function table of a 4-b BEC are shown in Fig. 3 and 

Table II, respectively.  

 
TABLE I 

DELAY AND AREA COUNT OF THE BASIC BLOCKS OF 

CSLA 

 
TABLE II 

FUNCTION TABLE OF THE 4-b BEC 

 

 III. BEC 

       As stated above the main idea of this work is to use 

BEC instead of the RCA with Cin = 1 in order to reduce 

the area and power consumption of the regular CSLA. 

To replace the n-bit RCA, an n+1-bit BEC is required. A 

structure and the function table of a 4-b BEC are shown 

in Fig. 3 and Table II, respectively.  

      Fig. 4 illustrates how the basic function of the 

CSLA is obtained by using the 4-bit BEC together with 

the mux. One input of the 8:4 mux gets as it input (B3, 

B2, B1, and B0) and another input of the mux is the 

BEC output.     This produces the two possible partial 

results in parallel and the mux is used to select either the 

BEC output or the direct inputs according to the control 

signal Cin.  

      The importance of the BEC logic stems from the 

large silicon area reduction when the CSLA with large 

number of bits are designed. The Boolean expressions of 

the 4-bit BEC is listed as (note the functional symbols ~ 

NOT, & AND,  ^ XOR). 
X0= ~ B0 

   X1= B0 ^ B1   

 X2 = B2 ^ ((B0 & B1)   

 X3= B3 ^ (B0 & B1& B2)   

 

 

 

 

Fig. 6. Delay and area evaluation of regular SQRT 

CSLA: (a) group2, (b) group3, (c) group4, and (d) 

group5. F is a Full Adder. 
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IV.  DELAY AND AREA EVALUATION 

METHODOLOGY OF REGULAR 16-B SQRT 

CSLA 

 

Fig. 7. Modified 16-b SQRT CSLA. The parallel RCA 

with Cin = 1 is replaced with BEC 

 The structure of the 16-b regular SQRT CSLA is 

shown in Fig. 5. It has five groups of different size 

RCA. The delay and area evaluation of each group are 

shown in Fig. 6, in which the numerals within [] specify 

the delay values, e.g., sum2 requires 10 gate delays. The 

steps leading to the evaluation are as follows. 

1) The group2 [see Fig. 6(a)] has two sets of 2-b RCA. 

Based on the consideration of delay values of Table 

I, the arrival time of selection input c1 [time (t) = 7] 

of 6:3 mux is earlier than s3[t = 8] and later than 

s2[t = 6]. Thus, sum3[t = 11] is summation of s3 

and mux [t = 3] and sum2[t = 10] is summation of 

c1 and mux. 

2) Except for group2, the arrival time of mux selection 

input is always greater than the arrival time of data 

outputs from the RCA’s Thus, the delay of group3 

to group5 is determined, respectively as follows: 

         {c6, sum [6 : 4]} = c3 [t = 10] + mux 

       {c10, sum [10 : 7]} = c6 [t = 13] + mux 

{cout, sum [15 : 11]} = c10 [t = 16] + mux. 

3) The one set of 2-b RCA in group2 has 2 FA for Cin 

= 1 and the other set has 1 FA and 1 HA for Cin = 

0. Based on the area count of Table I, the total 

number of gate counts in group2 is determined as 

follows: 

V. DELAY AND AREA EVALUATION 

METHODOLOGY OF MODIFIED 16-B SQRT 

CSLA 

 The structure of the proposed 16-b SQRT CSLA 

using BEC for RCA with Cin = 1 to optimize the area 

and power is shown in Fig. 6. We again split the 

structure into five groups. The delay and area estimation 

of each group are shown in Fig. 7. The steps leading to 

the evaluation are given here. 

 

1) The group2 [see Fig. 8(a)] has one 2-b RCA which 

has 1 FA and 1 HA for Cin  = 0. Instead of another 

2-b RCA with Cin = 1 a 3-b BEC is used which 

adds one to the output from 2-b RCA. Based on the 

consideration of delay values of Table I, the arrival 

time of selection input c1[time(t) = 7] of 6:3 mux is         

earlier than the s3[t = 9] and c3[t = 10] and later 

than the s2[t = 4]. Thus, the sum3 and final c3 

(output from mux) are depending on and mux and 

partial c3 (input to mux) and mux, respectively. The 

sum2 depends on c1 and mux. 

2) For the remaining group’s the arrival time of mux 

selection input is always greater than the arrival 

time of data inputs from the BEC’s. Thus, the delay 

of the remaining groups depends on the arrival time 

of mux selection input and the mux delay. 

VI.  ASIC IMPLEMENTATION RESULTS 

Gate count = 57 ( FA + HA + Mux ) 

FA = 39 (3 * 13) 

HA = 6 (1 * 4 ) 

     Similarly, the estimated maximum delay and area of 

the other groups in the regular SQRT CSLA are 

evaluated and listed in Table III.  

TABLE III 

DELAY AND AREA COUNT OF REGULAR SQRT 

CSLA GROUPS 

 

The area count of group2 is determined as follows: 

      Gate count = 43 (FA + HA + MUX + BEC) 

FA = 13(1 * 13) 

HA = 6(1 * 6) 

AND = 1 

NOT = 1 

XOR = 10(2 * 5) 

Mux = 12(3 * 4). 

3) Similarly, the estimated maximum delay and area of 

the other groups of the modified SQRT CSLA are 

evaluated and listed in Table IV. 
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 Comparing Tables III and IV, it is clear that the 

proposed modified SQRT CSLA saves 113 gate areas 

than the regular SQRT CSLA, with only 11 increases in 

gate delays. To further evaluate the performance, we 

have resorted to ASIC implementation and simulation. 

The design proposed in this paper has been developed 

using Verilog-HDL and synthesized in Cadence RTL 

compiler using typical libraries of TSMC 0.18 um 

technology. The synthesized Verilog netlist and their 

respective design constraints file (SDC) are imported to 

Cadence SoC Encounter and are used to generate 

automated layout from standard cells and placement and 

routing [7]. Parasitic extraction is performed using 

Encounter’s Native RC extraction tool and the extracted 

parasitic RC (SPEF format) is back annotated to 

Common Timing Engine in Encounter platform for 

static timing analysis. For each word size of the adder, 

the same value changed dump (VCD) file is generated 

for all possible input conditions and imported the same 

to Cadence Encounter Power Analysis to perform the 

power simulations. The similar design flow is followed 

for both the regular and modified SQRT CSLA. 

 
TABLE IV 

DELAY AND AREA COUNT OF MODIFIED SQRT CSLA 

 
      Table V exhibits the simulation results of both the 

CSLA structures in terms of delay, area and power. The 

area indicates the total cell area of the design and the 

total power is sum of the leakage power, internal power 

and switching power. The percentage reduction in the 

cell area, total power, power-delay product and the 

area–delay product as function of the bit size are shown 

in Fig. 8(a). Also plotted is the percentage delay 

overhead in Fig. 8(b). It is clear that the area of the 8-, 

16-, 32-, and 64-b proposed SQRT CSLA is reduced by 

9.7%, 15%, 16.7%, and 17.4%, respectively.  

 

 

 

 

 

 

Fig. 8. Delay and area evaluation of modified SQRT 

CSLA: (a) group2, (b)group3, (c) group4, and (d) 

group5. HA is a Half Adder. 

      The total power consumed shows a similar trend of 

increasing reduction in power consumption 7.6%, 

10.56%, 13.63%, and 15.46 % with the bit size. 

Interestingly, the delay overhead also exhibits a 



 Implementation of An 4 Bit - ALU Using Low-Power  And Area-Efficient Carry Select Adder     

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

106 
 

similarly decreasing trend with bit size. The delay 

overhead for the 8, 16, and 32-b is 14%, 9.8%, and 6.7% 

respectively, whereas for the 64-b it reduces to only 

3.76%. 

       The power–delay product of the proposed 8-b is 

higher than that of the regular SQRT CSLA by 5.2% 

and the area-delay product is lower by 2.9%. However, 

the power-delay product of the proposed 16-b SQRT 

CSLA reduces by 1.76% and for the 32-b and 64-b by as 

much as 8.18%, and 12.28% respectively. Similarly the 

area-delay product of the proposed design for 16-, 32-, 

and 64-b is also reduced by 6.7%, 11%, and 14.4% 

respectively. 

 

 
 

 

 
Fig. 9. (a) Percentage reduction in the cell area, total 

power, power–delay product, and area–delay product. 

(b) Percentage of delay overhead. 

 

VII. CONCLUSION 

      A simple approach is proposed in this paper to 

reduce the area and power of SQRT CSLA architecture. 

The reduced number of gates of this work offers the 

great advantage in the reduction of area and also the 

total power. The compared results show that the 

modified SQRT CSLA has a slightly larger delay (only 

3.76%), but the area and power of the 64-b modified 

SQRT CSLA are significantly reduced by 17.4% and 

15.4% respectively. The power-delay product and also 

the area-delay product of the proposed design show a 

decrease for 16-, 32-, and 64-b sizes which indicates the 

success of the method and not a mere tradeoff of delay 

for power and area. The modified CSLA architecture is 

therefore, low area, low power, simple and efficient for 

VLSI hardware implementation. It would be interesting 

to test the design of the modified 128-b SQRT CSLA. 

TABLE V 

COMPARISON OF THE REGULAR AND MODIFIED 

SQRT CSLA 
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Abstract - Embedded digital signal processors and general purpose processors will use barrel shifters to manipulate data. This paper 

will present the design of the barrel shifter that performs logical shift right, arithmetic shift right, rotate right, logical shift left, 

arithmetic shift left, and rotate left operations. The main objective of the upcoming designs is to increase the performance without 

proportional increase in power consumption. In this regard reversible logic has become most popular technology in the field of low 

power computing, optical computing, quantum computing and other computing technologies. Rotating and data shifting are required 

in many operations such as logical and arithmetic operations, indexing and address decoding etc. Hence barrel shifters which can 

shift and rotate multiple bits in a single cycle have become a common choice of design for high speed applications. The design has 

been done using reversible fredkin and feynman gates. In the design the 2:1 mux can be implemented by fredkin gate which reduce 

quantum cost, number of ancilla bits and number of garbage outputs. The feynman gate will remove the fanout. By comparing the 

quantum cost, number of ancilla bits and number of garbage outputs the design is evaluated.      

Keywords- barrel shifters, quantum cost, ancilla bits, verilog. 

 
I. INTRODUCTION  

 Rotating and shifting data is required in several 

applications including variable-length coding, arithmetic 

operations, and bit-indexing. Consequently, barrel 

shifters, which are capable of shifting or rotating data in 

a single cycle, are commonly found in both digital 

signal processors and general purpose processors. In 

reversible system information is not erased. Thus in 

reversible gates number of inputs and outputs are equal 

which means that the input stage can always be retained 

from the output stage. If a bit is erased in an irreversible 

circuit then it will dissipate kTln2 joules of heat energy 

where k is the Boltzmann’s constant and T is the 

absolute temperature of environment [4]. There won’t 

be dissipation of kTln2 joules of heat energy if the 

operations are performed in reversible manner based on 

reversible logic circuits [3]. Based on this observation, 

Bennett [3] showed, for a reversible computer the heat 

dissipation is exactly kTln1 which is logically zero. Thus 

reversible computation is a highly potential field for 

upcoming low power/high performance computing. 

Reversible logic also has the applications in emerging 

nanotechnologies such as quantum dot cellular 

automata, quantum computing, optical computing and 

low power computing, etc. 

 The constraints involved in designing reversible 

circuits using reversible gates are: 

a. The fan-out of every signal is equal to one. 

b. Loops are not permitted in a strictly reversible 

system. 

     On the other hand, data shifting and rotating is 

important and frequently used in arithmetic operations, 

bit-indexing, variable-length coding and many more. 

The reversible circuits have associated overhead in 

terms of number of garbage outputs and the number of 

ancilla inputs. The outputs which do not perform any 

useful operation and needed to maintain reversibility of 

the circuit are termed as garbage outputs, while an 

auxiliary constant input used to design a reversible 

circuit is called the ancilla input bit [17]. 

 A (n,k) barrel shifter is a combinational circuit with 

n inputs and n outputs where k select lines controls the 

shift operation. The existing designs of the reversible 

barrel shifters can only perform the left rotate operation 

[11], [15]. 

 The reversible barrel shifter can shift and rotate 

multiple bits in a single cycle and thus will be 

considerably faster than the reversible sequential shift 

register. This paper examines design alternatives for 
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barrel shifters that perform the following operations: 

shift right logical, shift right arithmetic, rotate right, 

shift left logical, shift left arithmetic, and rotate left. In 

the proposed design the basic building blocks are   

reversible Fredkin and Feynman gates. 

 

     The structure of the paper is as follows: Section II 

provides the necessary background on reversible logic 

as well as the definitions of some commonly used 

reversible logic gates. Section III describes several 

barrel shifters. Section IV describes the proposed design 

of the reversible bidirectional barrel shifter. In Section 

V, the performance analysis of the proposed shifter is 

presented. Lastly, the conclusions and further studies are 

discussed in Section VI 

II. REVERSIBLE GATES  

 A Reversible Gate is an n-input, n-output (denoted 

by n * n) circuit. To maintain the reversibility property 

of reversible logic gates several dummy output signals 

are needed to be produced in order to equal the number 

of input to that of output. These signals are commonly 

known as Garbage Outputs. For example, for reversible 

Exclusive-OR operation Feynman gates are used which 

produce an extra dummy output along with its principal 

output signal to preserve reversibility. The quantum cost 

of reversible gate is equal to  the number of 1x1 and 2x2 

reversible gates needed to design a 3x3 reversible gate. 

The quantum cost of all 1x1 and 2x2 reversible gates are 

considered as unity [18], [7], [2]. The 3x3 reversible 

gates are designed from 1x1 NOT gate, and 2x2 

reversible gates such as Controlled-V and Controlled-

V+ (V is a square-root of NOT gate and V+ is its 

hermitian), the Feynman gate which is also known as 

Controlled NOT gate. 

 A NOT gate is 1x1 gate represented as shown in 

Fig. 1. Its quantum cost is unity since it is a 1x1 gate. 

                      

                       Fig. 1. NOT GATE 

     The input vector, Iv and output vector, Ov for 2*2 

Feynman Gate (FE) is defined as follows: Iv = (A, B) 

and Ov = (P = A and Q=A ^B). Feynman gates are 

typically used as copying gates. If Iv = (A, B=0) then 

Ov = (P =A and Q=A). Fanout is not allowed in 

reversible logic. Feynman gate is helpful in this regard 

as it can be used for copying the signal by which it 

avoids the fanout problem as shown in Fig.2(c). 

 
 

 

Fig. 2. CNOT gate, its quantum implementation and its 

useful properties 

 The input and output vector for 3*3 Fredkin gate 

(FR) [1] are defined as follows: Iv = (A, B,C) and  Ov 

=(P=A, Q= A’B^AC and R = A’C ^ AB ). Figure 3(a) 

shows the block diagram of a Fredkin gate. A Fredkin 

gate can work as 2:1 MUX, as it is able to swap its other 

two inputs depending on the value of its first input. The 

first input A works as a controlling input while the 

inputs B and C work as controlled inputs as shown  in 

the Fig. 3(a). Thus when A=0 the outputs P and Q will 

be directly connected to inputs A and B and if A=1 the 

inputs B and C will be swapped resulting in the value of 

the outputs as Q=C and R=B. The quantum 

implementation of a Fredkin gate with a quantum cost of 

5 is shown in Figure 3(b) [7]. In Fig. 3(b) each dotted 

rectangle is equivalent to a 2x2 Feynman gate and the 

quantum cost of each dotted rectangle is considered as 1 

[18]. The same assumption is used for calculating the 

quantum cost of the Fredkin gate [7]. Thus, the quantum 

cost of the Fredkin gate is 5 as it consists of 2 dotted 

rectangle, 1 Controlled-V gate and 2 CNOT gate 

 

Fig. 3. Fredkin Gate and its quantum implementation 

III. BIDIRECTIONAL BARREL SHIFTER 

 A barrel shifter is a combinational circuit which has 

n-input and n-output and m select lines that controls bit 

shift operation. A barrel shifter having n inputs and k 
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select lines is called (n,k) barrel shifter. Barrel shifter 

can be unidirectional allowing data to be shifted or 

rotated only to left (or right), or bi-directional which 

provides data to be rotated or shifted in both the 

directions. The logarithmic barrel shifter is most widely 

used among the different designs of barrel shifter, 

because of its simple design, less area and the 

elimination of the decoder circuitry. An n-bit 

logarithmic barrel shifter has a total of log2(n) stages. 

Each stage determines whether to shift or not to shift the 

input data. The stage k will shift the input 2 times if the 

control bit sk ( where k = 0, 1, … (log2(n)-1) ) is set to 1 

otherwise the input will remain unchanged. Logarithmic 

shifter is more efficient in terms of design as well as 

area but delay cost is large [11]. This paper presents the 

designs of reversible bidirectional arithmetic and logical 

barrel shifter that can perform six operations: logical 

right shift, arithmetic right shift, right rotate, logical left 

shift, arithmetic left shift and left rotate. The existing 

shifter is a unidirectional logarithmic shifter consists of 

multiplexers. A 3x3 Fredkin Gate works as simple (2:1) 

multiplexers. Feynman gates are used for producing 

fanouts. 

 The existing shifter is complex in design and 

requires large number of gates. As a result the total 

number of garbage outputs is high. Thus there is great 

room for improving the circuit complexity, total number 

of gates and garbage outputs, delay and quantum cost. 

For efficient designing of a reversible circuit several 

criteria are needed to be considered: 

 

     a. Minimize the number of gates as possible. 

     b. Minimize the quantum cost of the circuit. 

     c. Total number of garbage outputs and usage of 

constant inputs should be minimized. 

     By maintaining the above parameters and observing 

the previous design, a novel logarithmic Reversible 

Barrel Shifter has been proposed. The proposed barrel 

shifter is a left rotating shifter which uses Fredkin gates 

for reversible (2:1) multiplexing and Feynman Gates for 

producing fan outs. A (4, 2) logarithmic barrel shifter 

has been illustrated in Figure 4. The circuit uses a total 

of 6 Fredkin gates, 4 Feynman gates and produces 6 

Garbage outputs. The Quantum cost of the circuit has 

also been evaluated. The calculation shows that the 

Quantum Cost of the proposed (4, 2) circuit is 34. 

 

Figure 4. Proposed Reversible (4, 2) Barrel Shifter 

IV. DESIGN OF REVERSIBLE BIDIRECTIONAL              

BARREL SHIFTER 

 The proposed design of reversible bidirectional 

barrel shifter can perform logical right shifting, 

arithmetic right shifting, rotating right, logical left 

shifting, arithmetic left shifting and rotating left 

operations. The proposed reversible bidirectional 

arithmetic and logical barrel shifter design approach is 

illustrated as shown in Fig. 5 with an example of a (8,3) 

barrel shifter. The barrel shifter performs the various 

operations such as logical right shift, logical left shift, 

rotate left etc. depending on the values of sra, sla rot and 

left control signals. Table I shows that for different 

values of control signals sra, sla, rot and left  the 

operations that can be performed by a (8,3) reversible 

bidirectional arithmetic and logical shifter.  

TABLE I 

Operation performed by a (n,k) reversible bidirectional 

Barrel shifter 

Operation performed Control signal values 

Logical right shift Left=0 Rot=0 Sra=0 Sla=0 

Arithmetic right shift Left=0 Rot=0 Sra=1 Sla=0 

Rotate right Left=0 Rot=1 Sra=0 Sla=0 

Logical left shift Left=1 Rot=0 Sra=0 Sla=0 

Arithmetic left shift Left=1 Rot=0 Sra=0 Sla=1 

Rotate left Left=1 Rot=1 Sra=0 Sla=0 

     In this design, the input data is represented as i7, i6, 

i5, i4, i3, i2, i1, i0 while the shift value is controlled by 

select signals represented as S2S1S0 and the output data 

is obtained as shown in Table II . 
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TABLE II 

Shift and rotate operation output  for  k = 3 

 

Operation Y 

3-bit shift right logical 0 0 0 a7a6a5a4a3 

3-bit shift right arithmetic a7a7a7a7a6a5a4a3 

3-bit rotate right a2a1a0a7a6a5a4a3 

3-bit shift left logical a4a3a2a1a0 0 0 0 

3-bit shift left arithmetic a7a3a2a1a0 0 0 0 

3-bit rotate left a4a3a2a1a0a7a6a5 

     The design of a reversible barrel shifter can be 

divided into six modules: (i) Data reversal control unit-I, 

(ii) Arithmetic right shift control unit, (iii) Shifter or 

rotation unit which consists of three sub-modules that 

performs Stage I, Stage II and Stage III operations, (iv) 

Rotation unit, (v) Arithmetic left shift control unit, (vi) 

Data reversal control unit-II. The reversible design of 

the modules of the reversible bidirectional barrel shifter 

along with their working are explained as follows: 

1. Data Reversal Control Unit-I 

      In reversible barrel shifter the direction of the shift 

operation performed is controlled by the control signal 

left as shown  in the Table I. The reversible bidirectional 

barrel shifter performs the shift operation in the left 

direction if the value of control signal left as 1,  that is, 

the arithmetic left shift operation or logical left shift 

operation. Otherwise, the shift operation is performed in 

the right direction for the value of left=0, that is, 

arithmetic right shift operation or logical right shift 

operation. The data reversal control unit-I has Fredkin 

gates, since two outputs of the Fredkin gate can work as 

2:1 MUXes. 4 Fredkin gates can be used to reverse the 8 

bit input data by utilizing two outputs of the Fredkin 

gate as 2:1 Muxes. A left shift operation for a n bit input 

data by k-bit can be performed in three steps : 

  (i)  reverse the input data,  

(ii) perform k bit right shift operation, and  

(iii) reverse the outputs of the step (ii).  

 For example, for a 8-bit input data i7, i6, i5, i4, i3, 

i2, i1, i0 the three steps of logical left shift operation by 

3 bits will be: (i) reverse i7, i6, i5, i4, i3, i2, i1, i0 to 

produce i0, i1, i2, i3, i4, i5, i6, i7, (ii) perform the 3 bit 

logical right shift operation to produce 0, 0, 0, i0, i1, i2, 

i3, i4, and (iii) reverse the outputs of step (ii) to yield i4, 

i3, i2, i1, i0, 0, 0, 0. The date reversal control unit-I is 

shown in Fig. 5. 

2 Arithmetic Right Shift Control Unit 

 The reversible arithmetic right shift control unit is 

shown in Fig.5. The arithmetic right shift operation is 

controlled by the arithmetic right shift control unit. The 

designing of this unit is done using a single Fredkin gate 

controlled by the control signal sra, and preserves the 

sign bit of input data. The arithmetic right shift 

operation is performed if the value of control signal sra 

= 1, otherwise it simply passes the data to the next 

module. Multiple copies of the sign bit are created using 

the Feynman gates because fanout is not allowed in 

reversible logic. 

 

Fig. 5. Proposed (8,3) reversible bidirectional barrel 

shifter *FE represents Feynman Gates, FR represents 

Fredkin gates and G represents the garbage outputs 

3 Shifter Or Rotation Unit 

 The three stage design of the reversible shifter or 

rotation unit id as shown in Fig. 5. The amount of shift 

operation that has to be performed is done by the shifter 

unit in the design of reversible bidirectional barrel 

shifter. This unit is controlled by the control signals S2, 

S1 and S0. This unit can be divided into three stages. 

Depending on the value of control signal S2, S1 and S0, 

the first, second and the third stages of this unit right 

shifts the input data by 2², 2¹ and 2º bits respectively. 

All the three stages are designed using the chain of 8 

Fredkin gates controlled by the control signals S2, S1 

and S0. The Feynman gates are used in the design to 

avoid the fanout problem. The working of the three 

stages of the shifter unit is explained as follows: 

• Stage − I : The first stage of shifter unit is 

controlled by the control signal S2 and it will shift 

the input data by 2²-bits. The input data is right 

shifted by 2²-bits if the value of control signal S2 is 
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1, else the input data remains unchanged. The 

outputs of the Stage I is passed as inputs to Stage II 

of the shifter unit. 

• Stage − II : The second stage of the shifter unit is 

controlled by the control signal S1 and it  works on 

the outputs of the first stage. The input data 

provided to the second stage is right shifted by 2¹-

bits if the value of control signal S1 is 1, else the 

input data remains unchanged. The outputs of the 

Stage II is passed as inputs to Stage III of the shifter 

unit. 

• Stage − III : The third stage of the shifter unit is 

controlled by the control signal S0. The output data 

generated by the stage-II is right shifted by 2  -bits 

If the value of control signal S0 is 1 else the output 

data remains unchanged. The outputs of this stage is 

passed as inputs to the next module in the design of 

reversible bidirectional barrel shifter. 

4 Rotation Unit 

 The rotation unit is shown in Fig.5. The rotation 

operation is controlled by the rotation unit. The 

designing of this unit is done using a chain of 8 Fredkin 

gates and controlled by the control signal rot, and 

performs the rotation operation of input data. The 

rotation operation is performed if the value of control 

signal rot = 1, otherwise it simply passes the data to the 

next module.  

5 Arithmetic Left Shift Control Unit 

 The arithmetic left shift control unit is shown in the 

Fig. 5. The design of the arithmetic left shift control unit 

and the design of the arithmetic right shift control unit 

are same. This control unit is controlled by the control 

signal sla and is responsible to perform the arithmetic 

left shift operation. This unit is implemented using a 

single Fredkin gate. This unit preserves the sign bit 

needed to perform the arithmetic left shift operation if 

the value of control signal sla = 1, else it simply passes 

the LSB of the shifter or rotation unit. 

6 Data Reversal Control Unit II 

 The data reversal control unit is controlled by the 

control signal left. If the value of control signal left is 1, 

this unit reverses its input data to generate a left shifted 

result else it simply passes the input data to its outputs. 

The data reversal control unit II reverses its 8 bit input 

which consists of 1 bit from the output of the arithmetic 

left shift control unit and 7 bits from the outputs of the 

shifter unit. The design of this unit is shown in Fig. 5 

which is same as explained for data reversal control  

unit I.  

 The (8,3) reversible bidirectional arithmetic and 

logical barrel shifter uses 32 Feynman gate to copy the 

input data to avoid the fanout, and 41 Fredkin gates are 

used for arithmetic and logical bidirectional shifting and 

rotating. The above design of the (8,3) reversible 

bidirectional barrel shifter can be generalized to design a 

(n,k) reversible bidirectional barrel shifter. 

V. PERFORMANCE ANALIZATION 

 To avoid the fanout problem, in the proposed 

design Feynman gate is used. Chains of n/2 Fredkin 

gates are used in data reversal unit-I and data reversal 

unit-II. The arithmetic right shift control unit uses one 

Fredkin and 2 -1 Feynman gates. Chain of n Fredkin 

gates and n Feynman gates are used in shifter or rotation 

unit at each stage. Rotation unit 2  fredkin gates for 

m=0 to (k-1) for each stage. One Fredkin gate and one 

Feynman gate is used in arithmetic left shift control unit. 

Thus the total number of Fredkin gates used to design a 

(n,k) reversible bidirectional barrel shifter can be written 

as: 

     FR= Number of Fredkin gates used in data reversal 

control unit-I+ Number of Fredkin gates used in 

arithmetic right shift control unit+ Number of Fredkin 

gates used in shifter or rotation unit+ Number of 

Fredkin gates used in rotation unit+ Number of Fredkin 

gates used in arithmetic left shift control unit +Number 

of Fredkin gates used in data reversal control unit-

II=n/2+1+(n*k)+∑ 2 +1+n/2 

=∑ 2 +n*(k+1)+2. 

     The total number of Feynman gates used to design a 

(n,k) reversible bidirectional barrel  shifter is: 

     FE=Number of Feynman gates required to design 

arithmetic right shift control unit+ number of Feynman 

gates used in shifter or rotation unit+ number of 

Feynman gates used in arithmetic left shift control 

unit=(2 1 +(n*k)+1. 

Ancilla input Bits 

 The table III shows the number of ancilla bits 

required to design a reversible bidirectional barrel 

shifter for different values of n and k. 2 +(n*k) 

Feynman gates are required to design a (n,k) reversible 

bidirectional barrel shifter. Each Feynman gate requires 

one ancilla input bit to copy the input data. Additionally, 

the Fredkin gate used in arithmetic right shift control 

unit requires one ancilla bit. Hence the total number of 

ancilla inputs (ANs) required to design a (n,k) reversible 

bidirectional arithmetic and logical barrel shifter is 

ANs=2 +(n*k)+1. Table III shows that the total number 

of ancilla inputs required to design a (8,3) reversible 

bidirectional barrel shifter are 33 which is same as 

illustrated in Fig. 5. 



 Design of An Efficient Reversible Logic Based Bidirectional Barrel Shifter 

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

113 
 

TABLE III 

ANCILLA INPUTS IN (N,K) REVERSIBLE 

BIDIRECTIONAL BARREL SHIFTER 

n/k n=4 n=8 n=16 n=32 n=64 

K=2 13 21 37 69 133 

K=3  33 57 105 201 

K=4   81 145 273 

K=5    193 353 

K=6     449 

Quantum Cost 

 Table IV shows the quantum cost for a reversible 

bidirectional barrel shifter for different n and k values. 

The number of Feynman and Fredkin gates used will 

decide the quantum cost of (n,k) reversible bidirectional 

barrel shifter. The quantum cost of the Feynman gate is 

considered as one, while the quantum cost of the 

Fredkin gate is considered as five. Hence the quantum 

cost of the proposed design of (n,k) reversible 

bidirectional barrel shifter can be calculated as 

QuantumCost = 5  (number of Fredkin gates) 

+(number of Feynman gates).  

     The quantum cost(QC) of the (n,k) reversible 

bidirectional barrel shifter can be represented as  

QC=5  (∑ 2 +n*(k+1)+2)+ 2 +(n*k) 

     The quantum cost of a (8,3) reversible bidirectional 

barrel shifter shown in Fig. 5 is 237. 

TABLE IV 

QUANTUM COST OF (N,K) REVERSIBLE 

BIDIRECTIONAL BARREL SHIFTER 

n/k n=4 n=8 n=16 n=32 n=64 

K=2 137 165 301 573 1117 

K=3  237 421 789 1525 

K=4   565 1029 1957

K=5    1317 2437

K=6     3013 

Garbage Outputs 

 For different reversible bidirectional barrel shifter 

designs the number of garbage outputs produced is as 

shown in Table V. In the table, n is the number of input 

data bits and k represents the shift value. In the design 

of (n,k) reversible bidirectional barrel shifter the shifter 

unit can be designed in k stages and each stage consists 

of the chain of n Fredkin gates to perform the shift 

operation. Each Fredkin gate in the chain of n Fredkin 

gates produces atleast one garbage output except the last 

Fredkin gate which produces two garbage outputs. Two 

garbage outputs are produced by Fredkin gate which is 

used in the design of arithmetic left shift control unit 

and arithmetic right shift control unit. One garbage 

output is produced by last Fredkin gate of the data 

reversal control unit-II as the control signal left cannot 

be utilized further. Hence the number of garbage outputs 

(GOs) required to design a (n,k) reversible bidirectional 

arithmetic and logical shifter can be written asGOs=k(n 

+ 1) + 6+.∑ 2 . In (8,3) reversible bidirectional 

barrel shifter design the number of garbage outputs 

produced  in Fig. 5 are 40 which is equal to the result in 

Table V. 

TABLE V 

GARBAGE OUTPUTS IN (N,K) REVERSIBLE 

BIDIRECTIONAL BARREL SHIFTER 

n/k n=4 n=8 n=16 n=32 n=64 

K=2 19 27 43 75 139 

K=3  40 64 112 208 

K=4   89 153 281 

K=5    202 362 

K=6     459 

 

CONCLUSIONS 

 In this paper An Efficient Design of Reversible 

Logic Based Bidirectional Barrel Shifter has been 

proposed. The design of the proposed bidirectional 

shifter is done using Fredkin gates and Feynman gates. 

The number of garbage outputs, the number of ancilla 

inputs and the quantum cost of the (n,k) reversible 

bidirectional barrel shifter increase more rapidly by 

varying n and keeping k as a constant compared to the 

designs in which n is kept as a constant while k is 

varied. The functional verification of the proposed 

design of the reversible barrel shifters are performed 

through simulations using the Verilog HDL flow for 

reversible circuits. The design of bidirectional barrel 

shifter is been evaluated in terms of garbage outputs, 

ancilla inputs and the quantum cost. The proposed 

design of reversible bidirectional barrel shifter can 

perform logical right shifting, arithmetic right shifting, 

rotating right, logical left shifting, arithmetic left 

shifting and rotating left operations. 
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Abstract - The design of two microstrip patch antennas is reported which can be operated at GPS (Global Positioning System) and 

Bluetooth frequencies.  In one, very small thin microstrip antenna is excited by a co-axial SMA connector to produce centre 

frequency of a Bluetooth system and GPS. Then a thin parasitic microstrip patch is coupled with this patch to excite the centre 

frequency of GPS system.  The simulated results using IE3D software are supported by measurement. In the other, two patches are 

excited by co-axial SMA connectors alternately (either manually or electronically), to produce centre frequency of a Bluetooth 

system and GPS. 

Keywords — Microstrip patch antenna, dual frequency, compact, multi-frequency, Bluetooth, GPS, reconfigurable. 

 
I. INTRODUCTION  

 Wireless communication systems are evolving 

toward multi-functionality. Modern communication 

systems demand transmitters and receivers with multi-

band operation, as a result, numerous techniques for 

achieving frequency reconfigurability have been 

proposed in system where weight and area are critical 

issues. This multi functionality provides users with 

options of connecting to different kinds of wireless 

services for different purposes at different times. Large 

numbers of antennae are mounted on ships, aircrafts or 

other vehicles; it is highly desirable to develop single 

radiating element having capabilities of performing 

different functions and/or multi-band operation in order 

to minimize the antennae's weight and area.  

 Although multiband/multi-frequency antennas can 

be used in different wireless systems, they lack the 

flexibility to accommodate new services when 

compared with reconfigurable antennas which can be 

considered as one of the key advances for future 

wireless communication transceivers. An antenna that 

possesses the ability to modify its characteristics, such 

as operating frequency, polarization or radiation pattern, 

in real time condition is referred to as a reconfigurable 

antenna. Reconfigurable antennae can be simply used 

as: 

• They can be a cheaper alternative to traditional 

adaptive arrays or they can be incorporated into 

adaptive arrays to improve their performance by 

providing additional degrees of freedom. 

• Reconfigurability in antennae allows us for 

spectrum reallocation in multi-band communication 

systems and dynamic spectrum management 

• Reduces the number and size of antennae in a 

system. 

 In multiband antennas, if we want to add a new 

frequency, we might have to change the whole geometry 

but in case of reconfigurable antennas, we might just 

need to add a component along with a switchable device 

that will enable the required frequency. 

 Reconfigurability can be obtained using following 

techniques: 

• Tunable elements in the feeding networks 

• Adaptive matching networks 

• Phase shifters and tunable filters 

• Tunable elements embedded such as PIN diodes, 

MEMS (switches, varactors, moveable parts) and 

optical switching in the radiating elements 

• Mechanically moveable radiating elements. 
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 In this paper we will be dealing with non-

reconfigurable as well as frequency-reconfigurable 

antenna, where the frequency of the operation band can 

be tuned / switched to different frequencies. Two 

important frequency bands for wireless communications 

- Global Positioning System or GPS (1.575 GHz) and 

Bluetooth (2.4 GHz – 2.484 GHz) and its uses have 

been studied here. We have used switches. Ideally, the 

switches will have two operational states, ON and OFF. 

The ON state represents a short circuit, while the OFF 

state exhibits an open circuit. When one of the switches 

is in the ON state, the antenna resonates at one 

frequency band. And, when the other switch is turned 

ON, the antenna accordingly resonates at the other 

frequency band. Clearly, the operating frequency is 

controlled by the state of the switch operation.  

II.  ANTENNA DESIGN AND MEASUREMENT 

DUAL FREQUENCY ANTENNA 

 Very small thin microstrip antenna is excited by a 

co-axial SMA connector to produce centre frequency of 

a Bluetooth system (2.442 GHz) and the correct feed 

position is determined using IE3D simulation for 

impedance matching. Then a thin parasitic microstrip 

patch is coupled with this patch to excite the centre 

frequency of GPS system (1.575 GHz). The antenna 

geometry is shown in Fig.1. The simulated results are 

verified by measurement after fabricating the antenna on 

Glass Epoxy substrate of dielectric constant of 4.36, 

substrate height of 1.57 mm, loss tangent of 0.001. The 

separation between driven patch and parasitic patch was 

0.5 mm. The centre of parasitic patch is shifted upward 

from the centre of driven patch by a distance of 11 mm. 

The driven patch was fed by a co-axial SMA connector 

at a distance of 1.3 mm downward from the centre of the 

patch and at the edge of the driven patch as shown in 

Fig. 1. These dimensions are optimum dimensions for 

which the best performances of the antenna at both the 

frequencies were achieved in simulation.  

 For antenna design, IE3D simulation software is 

used, which is full wave electromagnetic simulation 

software for the microwave and millimeter wave 

integrated circuits. The primary formulation of the IE3D 

software is an integral equation obtained through the use 

of Green’s function. The simulation using IE3D, takes 

into account the effect of co-axial SMA connector, by 

which the antenna was fed. The simulated results for 

radiation patterns of the antenna at GPS and Bluetooth 

frequencies are shown in Fig.2.  

 

 

 

Figure 1.  Dual-frequency microstrip antenna (all 

dimensions are in mm) 

 

Figure 2.  Simulated radiation pattern of the antenna 
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 The simulated plot for gain of the antenna is shown 

in Fig. 3. The gains of the antenna at GPS frequency and 

Bluetooth frequency were 3.3 dBi and 4.0 dBi 

respectively. 

 The simulated reflection coefficient is compared 

with the measured results and plotted in Fig. 4. The 

measurements were done using vector network analyzer 

(Vector Network Analyzer, PNA N5230A, Agilent 

Technologies). 

 The simulated resonance frequencies are 1.575 GHz 

and 2.426 GHz and measured resonance frequencies are 

1.55 GHz and 2.442 GHz respectively. The simulated 

bandwidths at these frequencies were 20 MHz and 40 

MHz whereas measured bandwidths were 30 MHz and 

45 MHz respectively.  

 

Figure 3.  Simulated gain of the antenna 

 

 

Figure 4.  Simulated and measured reflection 

coefficients of the antenna 

 

Figure 5.  Variation of gain (Simulated) with the 

relative shift (along y-axis) of parasitic patch with 

respect to the driven patch 

 The ground plane dimensions of the fabricated 

antenna were 70 mm X 25 mm. The antenna radiates in 

the broadside direction at both the frequencies. The 

measured gains of the antenna at GPS frequency and 

Bluetooth frequency were 2.9 dBi and 3.5 dBi 

respectively. The variation of gain with the relative shift 

of parasitic patch with respect to the driven patch is 

shown in Fig. 5.  

 The variations of gains of the antenna at GPS and 

Bluetooth frequencies with the shift of the parasitic 

patch in the upward direction (along y-axis) with respect 

to the driven patch are shown in Fig. 5. It shows that 

maximum gains at both the frequencies were obtained 

when the centre–to- centre shift was 11 mm. The 

‘displacement along y-axis’ in Fig. 5, is zero when 

centres of the two patches coincide, positive when the 

parasitic patch shifted upward and negative when the 

parasitic patch shifted downward. From the parametric 

studies, it is found that relative position between the 

driven patch and the parasitic patch is important to 

achieve impedance matching and maximum gain at both 

the frequencies.  

 Figure 6 shows the current distribution at the 

frequencies 1.575 GHz and 2.45 GHz. 

 

Figure 6.  Current Distribution at 1.575 GHz and 2.45 GHz 
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Figure 7.  VSWR of the antenna 

Figure 7 shows the VSWR at the frequencies 1.575 

GHz and 2.45 GHz and the bandwidths (at VSWR = 2) 

are 0.002 GHz and 0.010 GHz respectively. 

 

   

Figure 8.  Antenna Design and Measurement 

 MANUALLY RECONFIGURABLE ANTENNA 

 Two very small thin patches are excited by co-axial 

SMA connector to produce centre frequency of a 

Bluetooth system (2.442 GHz) and GPS system (1.575 

GHz). The antenna geometry is shown in Fig.9. The 

simulated results are taken on Glass Epoxy substrate of 

dielectric constant of 4.36, substrate height of 1.57 mm, 

loss tangent of 0.001. The patches were fed by co-axial 

SMA connector alternately at a distance of 1.2 mm 

downward from the centre and at the edge of the patches 

as shown in Fig. 9. These dimensions are optimum 

dimensions for which the best performances of the 

antenna at both the frequencies were achieved in 

simulation.  

 

 

Figure 9.  Manual Reconfigurable Dual-frequency 

microstrip antenna (all dimensions are in mm) 

 

 

Figure 10.  Simulated radiation pattern of the antenna at 

GPS and Bluetooth frequencies 
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 The simulated plot for gains of the antenna is 

shown in Fig. 11. The gains of the antenna at GPS 

frequency and Bluetooth frequency were 2.0 dBi and 4.0 

dBi respectively. 

 

 

 

Figure 11.  Simulated gain of the antenna at GPS and 

Bluetooth 

 

The simulated reflection coefficient is given in Fig. 12. 

 

 

Figure 12.  Simulated reflection coefficients of the 

antenna at GPS and Bluetooth 

ELECTRONICALLY RECONFIGURABLE 

ANTENNA 

 Two very small thin patches should be excited by 

co-axial SMA connector and attached to PIN diodes 

with different exciting frequency, to produce centre 
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frequency of a Bluetooth system (2.442 GHz) and GPS 

system (1.575 GHz). The proposed antenna geometry is 

shown in Fig.13.  

 

Figure 13.  Electronically reconfigurable Dual-

frequency microstrip antenna (all dimensions are in mm) 

III.  CONCLUSIONS 

 The design and performance of some dual-

frequency microstrip antennas for the application in 

GPS and Bluetooth systems are described here.  The 

simulated results are verified by measurement.  

We have compared 3 geometries for: 

• Non-reconfigurable 

• Manually reconfigurable and 

• Electronically reconfigurable 

Multi-frequency antennas, like the proposed antenna 

that supports GPS and Bluetooth in the same device, 

have a large number of uses like: 

• Bluetooth GPS transmitter - where it can broadcast 

position data to a paired Bluetooth receiver 

• Mobile Marketing – that gives the entrepreneur the 

advantage of geo-location and sending location-

specific messages to users, using GPS and 

Bluetooth technology 

 There might be requirement where both the 

frequencies are needed at the same time with no room to 

select between multiple frequencies or it may require 

operation of selective frequency at a time. 

 In case one wants to add another frequency band to 

this antenna, the reconfigurable ones will be a better 

option since, s/he will just need to add another patch and 

excite it either manually or electronically. 

 But, adding another frequency band to the non-

reconfigurable antenna might disrupt the existing 

frequencies. 

 Thus, while selecting an antenna, the user needs to 

prioritize the operations and accordingly go for the right 

antenna. 
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Abstract - Forest fires are the annual phenomenon in Himachal Pradesh as the forests are dense and catch fire easily due to natural 

and man-made reasons. Himalayan forests are rich in Pine trees (Pinus roxburghii Sarg.) and the pine needle is one of the reasons to 

enhance the forest fire. There is a necessity to handle this forest waste efficiently. This paper attempts to explain the briquetting 

technology of pine needles and the results showed that a significant improvement in calorific value. 

Keywords -  pine needles, charcoal briquetting technology, proximate analysis, calorific value, water boiling test. 

 
I. INTRODUCTION  

 India is extremely dependent on the use of fossil 

fuels, mainly coal and petroleum. The dependency is 

even more evident in the semi-urban areas. On the one 

hand, several small-scale industries such as brick kiln 

manufacturers, industrial boilers, and food processing 

and pharmaceutical industries use coal for 

thermal/heating purposes, which results in high 

greenhouse gas emissions, which are responsible for 

climate change. On the other hand, institutional kitchens 

use expensive and polluting LPG (liquefied petroleum 

gas). However, the rural population in India does not 

have access to reliable energy. The main source of 

energy for this section of the society is the use of 

firewood. The people living in rural areas burn firewood 

inefficiently (mainly for cooking), which causes indoor 

air pollution and releases harmful black smoke. Millions 

of tons of biomass gets generated from forest residues 

especially pine needles in himachal Pradesh [4]. These 

pine needles if not removed from the ground can cause 

lot of damage to the environment. Firstly due to their 

highly inflammable nature, they often become the cause 

for forest fires in the Himalayan forests. Pine tree trunk 

is heat resistant, hence in case of a forest fire [4, 5], pine 

trees survive the fire but in the process destroy the 

growth of other plant species whose produce provide 

sustenance to villagers and thus also disturb the 

ecological balance of the region. Secondly, dry pine 

foliage stops water from being absorbed by the soil and 

thus causes the depletion of ground water table [4]. 

Thirdly, fallen dry pine foliage acts like a carpet on the 

forest floor and blocks the sunshine reaching ground and 

thereby stops the growth of grass which the cattle feed 

upon. Although dry pine needles and other forest 

residues have high caloric value, this biomass cannot be 

used directly due to its low bulk density and high 

moisture content.  

BIOMASS CHARCOAL BRIQUETTING 

TECHNOLOGY:  

 Biomass briquetting is the process of converting 

low bulk density biomass into high density and energy 

concentrated fuel briquettes. The biomass charcoal 

briquetting technology developed at MCRC [3] uses the 

modified kiln and a briquetting machine that can 

fabricate locally to produce bio-char from various 

biomass samples. The technology involves use of a cost 

effective binder to prepare the briquettes. 

Biomass charcoal Briquetting process: 

 

Experimental  

II.  MATERIAL AND METHOD: 

 Sample collect were pine needle (Pinus roxburghii) 

from Hamirpur district, himachal Pradesh India. 

Preparation of the biomass: 

 The biomass collected were air dried for ten days to 

reduce moisture content of the material. The material cut 

into small pieces (2mm-size). These materials were than 
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processed for the determination their proximate analysis 

in chemistry department of the NIT Hamirpur. 

Proximate Analysis of the Material: 

 The moisture content, ash, volatile matter, and fixed 

carbon of the pine needles were determined by using 

standard method ASTM D-3173. The calorific value of 

pine needles and briquette samples was determined 

using microprocessor bomb calorimeter of model 

CC01/M3. 

Preparation of the briquette samples: 

 Material required:  forest wastes (pine needles), 

binding materials (brown clay and rice starch), Charcoal 

kiln/drum and Briquetting mould/machine. 

Carbonization: For carbonization, loosely pack the 

collected biomass into the kiln. The kiln will 

accommodate ~100kg dry biomass. After loading the 

biomass into the kiln close top of the kiln with metal lid 

attached to a conical chimney. Use little amount of 

biomass in the firing portion to ignite in the kiln and 

close the doors tightly and fired for 45 minutes to1hr 

(depending upon the biomass) using biomass [3]. In the 

absence of air, the burning process is slow and the fire 

slowly spreads to the biomass though the hole in the 

perforated sheets. In this method 30 % of carbonized 

char can be obtained [3]. 

 

Fig1: carbonizer drum 

Table 1: Time cycle of one batch carbonization 

Process duration 

Loading  30 minutes  

carbonization 60 minutes 

Cooling  5 hours  

Unloading  30 minutes 

Total processing time 7 hours  

 Binder preparation and mixing: A binder is used for 

strengthening the briquettes. The carbonized char 

powder can be mixed with different binders (100 kg of 

char +5kg of starch) such as commercial starch, rice 

powder, rice starch (rice boiled water) and other cost 

effective materials like brown clay soil. Binder mixed 

with water and boiled for 20 minutes [3]. After boiling 

the liquid solution is poured into char powder and mixed 

to ensure that every particle of carbonized charcoal 

material is coated with binders. It enhances charcoal 

adhesion and produce identical briquettes.  

  

Fig. 2: Binder preparation and carbonized charcoal 

mixed with the binder 

Briquettes: The charcoal mixture is made into briquettes 

either manually or using machines. Pour the mixture 

directly into the briquetting mould/ machine to form 

uniform sized cylindrical briquettes. 

 

Fig3: Briquette samples  

Table 2: Char and binder material used in biocoal   

briquettes 

sample char Binding material 

S1 1kg 500g clay 

S2 1kg 333g clay 

S3 1kg 
50g rice starch + 100g 

clay 

S4 1kg 50g starch 

Characterization of the samples: 

Ignition time: Each briquette sample was ignited at the 

base in a drought free corner. The time required for the 

flame to ignite the briquette was recorded as the ignition 

time using stop watch. 

Water Boiling Test: This was carried out to compare the 

cooking efficiency of the briquettes. It measured the 

time taken for each set of briquettes to boil an equal 

volume of water under similar conditions. 185g of each 

briquette sample was used to boil one Liter of water 

using small stainless cup and domestic briquette stove 

[9]. During this test, other fuel properties of the 
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briquettes like burning rate and Specific fuel 

consumption was also determined.  Also, the level of 

smoke evolution was observed. Burning rate is the ratio 

of the mass of the fuel burnt (in grams) to the total time 

taken (in minute).  

Burning rate = Mass of fuel consumed (g) / Total time 

taken (min.)    (1)                        

The specific fuel consumption indicates the ratio of the 

mass of fuel consumed (in grams) to the quantity of 

boiling water (in liter).  

Specific fuel consumption = Mass of fuel consumed (g) 

/ total mass of boiling water (liter)  (2) 

Efficiency of the briquette was calculated from the 

formula: 

� =   Mw.i X Cp.w X (Te-Ti) + Mw.evap X Hl / Mf X hf  

     (3) 

Where, 

 hf           -  calorific value of fuel, kj/kg. 

 Mf         - mass of fuel burned, kg. 

Mw.i       -  initial mass of water in the cooking vessel, kg. 

 Ti       -  initial temperature of water in ºC 

 Te       -  temperature of boiling water in ºC 

 Mw.evap -  mass of water evaporated, kg. 

 Hl            - latent heat of evaporated at 100 ºC in kj/kg. 

 Cp.w      - specific heat of water, kj/kg ºC 

III.  RESULTS AND DISCUSSION 

 The results of proximate analyses of the pine needle 

and biomass charcoal briquettes are shown in table 3. 

From the results, it is clearly show that the biomass 

charcoal briquette sample S4 using starch as a binder 

has higher calorific value (6447kcal/kg) low Ash 

content (15.2%) and high volatile matter (73.21%) than 

biomass charcoal briquette samples using clay as a 

binder. The briquette sample S1 has high ash content 

.the high ash content of sample S1 is an indication that it 

contains more mineral (non combustible) matters. 

Table 3: The result of proximate analysis of raw 

material (pine needle) and biocoal briquette samples 

Sample  
Pine 

needle 
S1 S2 S3 S4 

Moisture 

content (%) 
11.98 6.2 5.9 5.1 4.6 

Ash content 

(%) 
5.4 32.6 29.3 19.2 15.2 

Volatile 

matter (%) 
67.07 50.7 55.4 67.41 73.21 

Fixed 

carbon (%)
15.55 10.5 9.4 8.29 6.99 

Calorific 

value 

(kcal/kg) 

 

4811 

 

4970 

 

5687 

 

6343 

 

6447 

 The result of ignition time in fig.4 showed that the 

ignition time of the briquettes decrease with increase in 

biomass concentration. The biomass charcoal briquette 

sample S1took the longest time to ignite 430.00 second. 

It results in greater use of ignition material and 

consequently more smoke. But with incorporation of 

biomass, the ignition time dropped progressively. The 

ignition time of biomass charcoal Briquette using starch 

as a binding material was shorten than that of biomass 

charcoal briquette using clay as a binding material.    
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Fig 4: The effect of binding material   consentration on    

the ignition time of briquettes 

 Fig 5-6 show the result of the parameters 

determined during the water boiling test. Briquette using 

clay as a binder takes more time for water boiling than 

briquette using starch as a binder. The reason is the 

higher percentage of clay than starch in Briquettes and 

the non-combustible character of the clay in comparison 

to the starch. Clay is mineral matter, does not burn. This 

can result in problems with cooking and fire extinction, 

as it blocks the stove’s air ventilation. The stove needs 

to be shacked often in order to clean it. The briquette 

sample S1 took longest time to boil water (45 min) 

while the sample S4 took the shortest time (30 min) .The 

burning time of briquette using starch as a binder more 

than briquette using clay as a binder.  
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Fig 5: temperature evaluation during the high power 

phase- cold start of the water boiling test for different 

briquette samples 
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Fig 6: The effect of binding material consentration on    

the burning  time of briquettes 

Table 4: Some fuel characteristics during the boiling 

phase 

 

Sample 

Burning   

rate 

(g/minute) 

Specific fuel 

consumption 

(g/liter) 

Efficiency 

of briquette 

(%) 

S1 2.5 170 29 

S2 3.0 155 30 

S3 6.7 110 35 

S4 10.3 100 38 

Burning rate indicate the mass of fuel burned per minute 

during the boiling phase. The specific consumption 

indicates the mass of fuel required to produce one liter 

of boiling water. Table 4 describes fuel characteristics of 

biocoal briquettes during water boiling test. As a result 

of the comparison of both characteristics for the 4 tested 

biocoal briquette samples, we can say that Biocoal 

briquettes made with starch burns faster and are more 

efficient than biocoal briquettes made with clay. 

Briquette sample S4 burn and boil water faster and less 

quantity (100g/liter) of them were required to produce 

one liter of boiling water compared to other briquette 

samples .the briquette sample S4 has the higher 

efficiency (38%) than other biocoal briquette samples.  

On the other hand, briquette sample S1 has the least 

cooking efficiency (29%). It burns slowly without 

flame, took the longest time to boil the water and much 

quantity (170g/liter) of it was needed to boil water. This 

is because of the fact that the briquette burns slowly, as 

a result, lots of the heat released was lost before the 

water boils. The burning rate (how fast the fuel burns) 

and the caloric value (how much heat released) are two 

combined factors that controlled the water boiling time. 

This explained why sample S4 was able to boil water 

and burn faster than other Samples. This means that the 

calorific value alone is not a single factor controlling 

cooking efficiency but burning rate is equally important. 

CONCLUSIONS: 

 The results from this study have shown that the 

biomass briquettes bonded with starch are very efficient 

than biomass briquette bonded with clay depend on the 

following factor its ability to: ignite easily without any 

danger, generate less smoke, high calorific value, 

generate less ash as this will constitute nuisance during 

cooking and to be strong enough for safe transportation 

and storage. 

 The technology has a great potential for converting 

waste biomass into a superior fuel for household use, in 

an affordable, efficient and environment friendly 

manner. 
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Abstract - A mobile ad hoc network (MANET) is a collection of mobile nodes. It can be constructed anywhere without any 

infrastructure. The mobile nodes are equipped with energy-limited batteries. As mobile nodes are battery-operated, an important 

issue in such a network is to minimize the total power consumption for each operation. During transmission of data, the energy 

associated with every node should be managed properly. In MANET each node acts as a store and forward station for routing 

packets. When two nodes want to communicate, they can do so directly, if they are within the radio range of each other or route their 

packets through other nodes. As the nodes are highly dynamic, maintaining routes become a greater challenge. In MANET the 

unnecessary energy is consumed due to, node overhearing, dynamic topology, retransmission due to link failure, unpredictable link 

properties, reconstructing paths between the nodes etc. In order to reduce energy consumption a packet must be advertised before it 

is actually transmitted.  

Multicasting is one of the fundamental mechanism ,which can be typically implemented by creating a multicast tree. Multicasting 

also involves an all-to-all multicast session consisting of a set of terminal nodes in an ad hoc network.Due to limited battery power 

and transmission bandwidth limitations, in wireless ad hoc networks, it is essential to develop efficient multicast protocols that are 

optimized for energy consumption and significantly improving network. Multicasting is achieved by forming minimum spanning 

tree between the source nodes and other mobile nodes in the network and then data is transmitted over this minimum path. In this 

paper we are going to analyze work done by different authors in order to resolve the minimum energy problem by implementing 

different approaches. 

Keywords -  MANET, energy conservation, multicasting ,minimum spanning tree. 

 

I. INTRODUCTION  

 A mobile ad hoc network is a collection of mobile 

nodes equipped with wireless communication devices. 

These wireless communication devices are connected by 

wireless links without any central infrastructure. In 

Latin ad hoc means ‘for this purpose only’ which 

correctly state the meaning of mobile ad hoc networks. 

Ad-hoc networks are a key in the evolution of wireless 

networks .These networks introduced a new art of 

network establishment and can be well suited for an 

environment where either the infrastructure is lost or 

establishing an infrastructure is very cost effective. Each 

device in a MANET is free to move independently in 

any direction, and therefore change its links to other 

devices frequently.  

 Each device must forward traffic unrelated to its 

own use, and therefore be a router. The primary 

challenge in building a MANET is equipping each 

device to continuously maintain the information 

required to properly route traffic. Such networks may 

operate by themselves or may be connected to the larger 

Internet.  

  Each mobile nodes is operated by a limited-energy 

battery and usually it is impossible to recharge or 

replace the batteries during a mission. However, the set 

of network links between the mobile nodes and their 

capacities is not predetermined because it depends on 

factors such as distance between nodes, transmission 

power, hardware implementation and environmental 

noise. The communication between two mobile nodes 

can be either in a single hop transmission in which case 

the two nodes are within the transmission ranges of each 

other, or in a multi-hop transmission where the message 

is relayed by intermediate mobile nodes. It is well 

known that wireless communications consume 

significant amounts of battery power therefore; the 

limited battery lifetime imposes a severe constraint on 

the network performance. Energy conservation in such a 

network thus is of paramount importance, and energy 

efficient operations are critical to prolong the lifetime of 

the network. 

  Energy conservation techniques for ad hoc 

networks can be broadly classified into two   categories: 

power mode control and transmission power control. A 

power mode control protocol aims to put wireless nodes 
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into periodical sleep state in order to reduce the power 

consumption in the idle listening mode. Transmission 

power control manages energy consumption by 

adjusting transmission ranges during actual 

transmission[2]. 

 The fundamental problem in mobile ad hoc network 

is energy management and one of the solutions to this 

problem is multicast. Multicasting plays a crucial role in 

MANETs to support its number of applications. It is an 

efficient mechanism for one to many communications, 

and is typically implemented by creating a multicast 

tree. It involves the transmission of a datagram to a 

group of zero or more hosts identified by a single 

destination address, and so is intended for group-

oriented computing. A multicast datagram is delivered 

to all members of its destination host group with the 

same reliability as regular unicast IP datagrams, that is, 

the datagram is not guaranteed to arrive intact at the 

destinations of all members of the group, or in the same 

order relative to other datagrams.  

 The use of multicasting within MANETs has many 

benefits. It can reduce the cost of communication and 

improve the efficiency of the wireless channel when 

sending multiple copies of the same data by exploiting 

the inherent broadcasting properties of wireless 

transmission. Due to limited battery power and 

transmission bandwidth limitations, in wireless ad hoc 

networks, it is essential to develop efficient multicast 

protocols that are optimized for energy consumption and 

significantly improving network. Multicasting also 

involves an all-to-all multicast session consisting of a 

set of terminal nodes in an ad hoc network, where the 

transmission power of each node is either fixed or 

adjustable. The set of network nodes which may 

generate a multicast packet to be distributed to a 

multicast group are referred to as source nodes .In 

addition, multicasting provides a simple yet robust 

communication method whereby a receiver’s individual 

address remains unknown to the transmitter or 

changeable in a transparent manner by the 

transmitter[1].  

 Multicasting is achieved by forming minimum 

spanning tree between these source nodes and other 

mobile nodes in the network and then data is transmitted 

over this minimum path which in turn manages the 

energy associated with the nodes.  Fig 3 shows 

construction of minimum spanning tree with 

multicasting[4]. 

A. Layer Of Implementation 

 Several multicast routing protocols for MANETs 

have been proposed .These protocols are based on 

different design principles and have different 

operational features when they are applied to the 

multicast problem MANET multicast routing protocols 

can be classified into various categories. We propose to 

classify the existing multicast protocols into three 

categories, according to their layer of operation, namely, 

the network layer, the application layer, and the MAC 

layer[1]. Each of which can perform specific functions 

for supporting multicast communication. The network 

layer is responsible for routing data between a source-

destination pair (end-to-end), while the MAC layer is 

responsible for ensuring that the data are correctly 

delivered to the destination (reliability), which requires 

the application layer to buffer data locally until 

acknowledgments (ACKs) have been received. 

However, it is the responsibility of the MAC layer to 

support rate adaptive multicasting. 

B. Network Layer Multicasting 

 MANET multicasting has received a great deal of 

attention in terms of designing efficient protocols at the 

network (IP) layer .Protocols in this layer require the 

cooperation of all the nodes of the network. They also 

require forwarders (intermediate) nodes to maintain 

their per group state. The network (IP) layer implements 

minimal functionality, unicast datagram service, while 

the overlay network implements multicast 

functionalities such as dynamic membership 

maintenance, packet duplication, and multicast 

routing[1]. 

 II.  RELATED WORK 

 A major concern in mobile ad hoc networks 

(MANETs) is energy conservation. It is due to the 

limited lifetime of batteries. A great effort has been 

devoted to develop energy-aware network protocols 

.V.Ramesh [2] proposed a new communication 

mechanism called RandomCast, via which a sender can 

specify the desired level of overhearing, making a 

prudent balance between energy and routing 

performance. RandomCast also proposed a message 

forwarding mechanism related with the energy and the 

overall network performance. In RandomCast, a node 

may decide not to overhear (a unicast message) and not 

to forward (a broadcast message) when it receives an 

advertisement during an ATM window, thereby 

reducing the energy cost without deteriorating the 

network performance. In addition, it reduces redundant 

rebroadcasts for a broadcast packet, and thus, saves 

more energy. RandomCast is highly energy-efficient 

compared to conventional 802.11 schemes, in terms of 

total energy consumption, energy good-put, and energy 

balance. 

 Mobile ad-hoc networking involves peer-to-peer 

communication in a network with a dynamically 

changing topology. Weifa Liang[3] has considered a 

symmetric wireless ad hoc network. In this network, the 
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minimum-energy multicast tree is devised by 

considering the  number of approximations according to 

the total length of network. The first approximation 

algorithm is analyzed with an approximation ratio of 4 

ln K, where K is the number of destination nodes in a 

multicast session. The algorithm analyses power at 

every node vi i.e. pwi. Then the range of the battery 

power at node vi is partitioned into a number of power 

intervals and each of them corresponds to a power level 

.It assumes, the power interval of each corresponding 

power node is in the range of 2 2 .Based 

on these power intervals the approximation solution 

calculates the optimum value with which the power 

associated with every node is within a constant factor 

and thus it is minimum. 

  Another solution proposed in [4] by Weifa Liang at 

all, uses, the minimum-energy multicasting approach, 

that can be used by employing one-to-many 

communication mechanism. That is, an energy efficient 

multicast tree is rooted at each terminal node. One node 

acts as a source node from which a single multicast tree 

is constructed which is shared by other nodes to 

multicast its messages to the remaining terminal nodes. 

To implement this approach a wireless ad hoc network 

can be modeled by an undirected graph M = (N,A), 

where N is the set of homogeneous stationary nodes and 

A is the set of links. There is a link (u, v) � A if nodes u 

and v are within the transmission range of each other, 

and u and v are neighboring nodes. Although the 

network topology is allowed to change due to node 

mobility,  but it remains stable during the period actual 

data transmission. It also assumes that each node is 

equipped with omnidirectional antennas and powered by 

energy-limited batteries. It is based on two transmission 

models: One is that each node has only one fixed, 

identical transmission power te. Another is that each 

node can adjust its transmission power dynamically. It 

also considers an all to- all multicast session with a 

terminal set D, such that each terminal node v � D � N 

has a message of length lv to share with the others in D, 

the minimum-energy all to- all multicasting problem is 

to construct a shared multicast tree spanning the nodes 

in D such that the total energy consumption of realizing 

the all-to-all multicast session using the tree is 

minimized. 

 In ad-hoc network the nodes are mobile and their 

topologies are dynamically changing ,due to this it 

becomes difficult to built a minimum spanning tree. 

Yongwook Choi,  & Maleq Khan proposed [5] the 

minimum spanning tree (MST) problem, which is an 

important primitive in many applications in wireless 

networks, e.g., broadcasting, data aggregation and 

topology control. The data aggregation paradigms 

commonly use trees to schedule the transmission of data 

from all nodes in the graph at a source. The minimum 

cost spanning trees helps by optimizing the energy 

usage in this process. Various topology control 

algorithms also use MSTs to construct well connected 

sub graphs by finding optimum path. The author 

addressed minimum spanning tree problem by assuming 

random distribution of nodes over the Euclidean 

distance of the network. It uses a energy efficient 

distributed algorithm for Euclidean MST problem. This 

algorithm calculates the energy complexity by 

considering its lower bound and upper bound. It then 

uses its lower bound to construct MST when coordinate 

information is not known, in this case the MST is non 

trivial. With coordinate information, the MST 

constructed is trivial. It also study distributed 

approximation algorithms for MST that give better 

energy complexity by considering some additional 

information about the coordinates of the nodes. It also 

uses constant energy algorithm that gives a constant 

factor approximation to the MST. It then constructs a 

energy model which focuses over minimizing 

transmission energy by considering energy complexity. 

 Hassan Artail and Khaleel Mershad [6] introduced a 

message forwarding algorithm for search applications 

within mobile ad hoc networks that is based on the 

concept of selecting the nearest node from a set of 

designated nodes. This algorithm is called as Minimum 

Distance Packet Forwarding (MDPF). The algorithm 

generates routing information to select the node with the 

minimum distance. The goal of the proposed algorithm 

is to minimize the average number of hops taken to 

reach the node that holds the desired data. Thus the 

algorithm helps to construct minimum spanning tree by 

considering significant nodes. Numerical analysis and 

experimental evaluations produced by the algorithm also 

helps to derive the lower and upper bounds of the 

interval for the hop count. It also decides the mean hop 

count between the source node of the data request, on 

one hand, and the node that holds the desired data, on 

the other hand. In the experimental evaluation, the 

performance of MDPF was compared with Random 

Packet Forwarding (RPF) and Minimal Spanning Tree 

Forwarding (MSTF).  With the help of results produced 

by the numerical analysis, the author stated that the 

MDPF offers significant hop count savings and smaller 

delays when compared to RPF and MSTF. 

 Majority of the distributed algorithms for 

constructing Minimum Spanning Tree (MST) require 

relatively large number of messages and time, and are 

fairly involved, making them impractical for resource-

constrained networks such as wireless sensor networks. 

In such networks, a sensor has very limited power, and 

any algorithm needs to be simple, local, and energy 

efficient. Motivated by these considerations, Maleq 

Khan and Gopal Pandurangan[7] proposed a class of 

simple and local distributed algorithms called Nearest 



 Energy Reduction Techniques in MANET     

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

130 
 

Neighbor Tree (NNT) algorithms for energy-efficient 

construction of an approximate MST in wireless 

networks. The proposed work is a detailed theoretical 

and experimental study of the NNT algorithms in the 

context of wireless ad hoc and sensor networks. First it 

generates NNT algorithms for the complete graph model 

where the maximum transmission range of the nodes are 

large enough so that any pair of nodes can communicate 

directly with each other . Depending on how the ranks 

of the nodes are chosen, it generates two NNT 

algorithms: Random-NNT (ranks are chosen randomly) 

and Coordinate-NNT (Co-NNT in short; ranks are based 

on coordinates of the nodes). For multihop wireless 

networks modeled by a unit disk graph (UDG), it 

presents another NNT algorithm, which is referred to as 

UDG-NNT. Given the simple and local nature of this 

construction, it generates trees of reasonable properties. 

It also shows that the NNTs have some properties that 

can make them attractive for the ad hoc networks. The 

main results derived from this algorithm are: (i) The tree 

produced by such an algorithm, called the NNT, has low 

cost, (ii) The NNT paradigm can be used to design a 

simple dynamic algorithm for maintaining a low cost 

spanning tree, and (iii) The time, message and work 

complexities of the NNT algorithms are close to the 

optimal in several settings. 

III. PRELIMINARIES 

 We are considering a wireless ad hoc network 

model where an all-to-all multicast session is created 

which consist of a set of terminal nodes. The 

transmission power of each node is either fixed or 

adjustable. Assume that each terminal node has a 

message to share with each other, the task is to build a 

shared multicast tree spanning all terminal nodes such 

that the total energy consumption of realizing the all-to-

all multicast session by the tree is minimized.  

 

Fig 2[1]  Multicast data forwarding 

This can be achieved by devising approximation 

algorithms with guaranteed approximation ratios. The 

approximation algorithm then can be simplified by 

providing a distributed implementation of the algorithm. 

Finally we conduct experiments by simulations to 

evaluate the performance of the proposed algorithm[4]. 

A. Wireless Communication Model 

 A wireless ad hoc network can be modeled by an 

undirected graph M = (N,A), where N is the set of 

homogeneous stationary nodes and A is the set of links 

with n = |N| and m = |A|. Each multicast request is a pair 

(S,D) where s is the source node and D is the set of 

destination nodes. There is an edge (u, v)€ A if nodes u 

and v are within the transmission ranges of each other. 

For any edge (u, v)€ A, its two endpoints u and v are 

called neighboring nodes.  

The common notations used during paper are as follows 

Notations Description 

M(N,A)  
The ad hoc network with node set N and 

link set A

G(V,E, γ) Communication graph from M(N,A), V 

= N, E = A, and γ _→ R+ 

N Number of nodes in M(N,A), n = |N| 

M Number of links in M(N,A), m = |A| 

te 
Fixed transmission power at each node 

in M(N,A) 

re 
Reception power at each node in 

M(N,A) 

du,v Distance between nodes u and v 

D Terminal set, D � N 

K Number of terminal nodes, k = |D| 

lv 
Length of the message originated at 

node v � D

T 
A multicast tree in M spanning the 

nodes in D 

NT Set of nodes in tree T 

EG(T) Set of links (or edges) in tree T 

Topt 
Optimal multicast tree for an all-to-all 

multicast session in M(N,A) 

Tapp 
An approximate, minimum edge-

weighted Steiner tree in G(V,E, γ) 

Tv 
A shortest path tree in G(V,E, γ) rooted 

at v

E(T) 
Total amount of transmission power of 

the nodes in T 

TD 
The minimum energy transmission 

multicast tree in M(N,A) 

Table 1 [4]   Common Notations 

 We assume that the network topology is stable 

during the processing period of a multicast request, 

where we say processing a multicast request, means that 

the system either builds a multicast tree for and realizes 

the request using the built tree, or rejects the request if 

there are not enough network resources to accommodate 
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the request. After it has finished processing the current 

multicast request and before its response to the next 

multicast request, the system allows the nodes in the 

network to move and a new network topology is then 

formed. Each node in the network is equipped with 

omnidirectional antenna and the transmission power at 

the node is finitely or infinitely adjustable.  

 Each node can choose one of its power levels to 

transmit messages. In other words, we assume that there 

are li power levels at node vi € N. Let wi be the power of 

vi at its power level l .Among the li power levels, one is 

the minimum operational power level with power pmin(vi) 

and another is the maximum operational power level 

with power pmax(vi), Furthermore, given two neighboring 

nodes u and v, there is always a corresponding power 

level between u and v with the same amount of power, 

which we refer to as the power level symmetry of 

neighboring nodes. Obviously, the amount of power to 

maintain the power level symmetry between u and v is 

the minimum power required to keep them within the 

ransmission range of each other. For a transmission in 

the network from node u to node v, separated by a 

distance du,v, to guarantee that v is within the 

transmission range of u, the transmission power at u is 

modeled to be proportional to dαu,v, assuming that the 

proportionality constant is 1 for notational simplicity, α 

is a parameter that typically takes a value between 2 and 

4, depending on the characteristics of the 

communication medium The reachability of a node in 

wireless ad hoc networks is fully determined by the 

transmission power at the node.  

 It is assumed that the power level of a transmission 

node can be chosen within a given range of values. 

Therefore, there is a trade-off between reaching more 

nodes in a single hop by using higher power and 

reaching fewer nodes in a single hop by using lower 

power. Note that nodes in any particular multicast tree 

do not necessarily have to use the same power level, and 

a node may use different power levels for various 

multicast trees in which it participates. A wireless ad 

hoc network that meets the above requirements is called 

the symmetric wireless ad hoc network. A special case 

of the symmetric wireless ad hoc network is a network 

in which every mobile node is equipped with the same 

type of battery[3]. 

B.  The Minimum-Energy All-To-All Multicasting 

Problem. 

 Given a wireless ad hoc network M (N,A) .A 

multicast request consisting of a source node s and a 

destination set D , the minimum-energy multicast tree 

problem is to construct a multicast tree rooted at the 

source node and spanning the nodes in D such that the 

sum of transmission power at non leaf nodes is 

minimized. The problem dependent upon the choice of 

transmission nodes as well as the  transmission power 

level at every chosen transmission node. Note that the 

leaf nodes do not contribute any transmission power 

consumption because they do not transmit any 

messages, 

 For constructing multicast session with minimum 

spanning tree the approximation algorithm is used, 

which can be of two types (i) For fixed transmission 

power (ii) For adjustable transmission power[4]. 

 

Fig 2[1] (a) A network (b) Minimum spanning tree (c) 

Minimum spanning tree with multicast in group 1(d) 

Minimum spanning tree with multicast in group 2 

C.  Distributed Implementation 

 The approximation algorithms is centralized. But it 

may not be applicable in practice, due to the fact that 

sometimes it is impossible for each node to have the 

topological knowledge of the entire network. Instead, 

each node has only the local knowledge of its 

neighboring nodes[4]. Based on such a distributed 

environment, the centralized approximation algorithm 

can be simplified with its distributed   implementation, 

which is referred to as algorithm  Dist_Implement as 

shown in Fig 4 For convenience, we work on the 

communication graph G = (V, E, γ) instead of the 

wireless network M(N,A). 

Algorithm Dist_Implement (V, E,D, γ()) 

begin 

1.   for each node v � D do 

2.  Construct a single source shortest path tree Tv in G 

rooted at v; 

3.    Prune those branches from Tv that do not contain 

nodes in D, and denote by Tv the resulting tree if  no 

confusion arises. 

4.  Compute the weighted sum of the edges in Tv and 

store it at v. 

     endfor; 
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5.  Find a tree Tv0 rooted at v0 � D from the k = |D| 

trees such that the weighted sum of the edges in Tv0 

is the minimum. Denote by Tapp as Tv0 . 

 Let NTapp(v) be the set of neighboring nodes of v in 

Tapp. 

6.  Set the power level of each node v in Tapp by 

assigning its transmission power to be 

maxu�NTapp(v){d2
u,v}. 

 end. 

Fig 1[4]. A distributed algorithm Dist_Implement. 

 The total energy consumption of realizing an all-to-

all multicast session can be achieved if an exclusive 

routing tree rooted at each terminal node is used to 

multicast its message to the other terminal nodes. Since 

finding such an optimal multicast tree is complicated 

due to node mobility, instead, a shortest path tree rooted 

at each terminal node and spanning the other terminal 

nodes will be used. This is a multiple multicast trees 

based shortest path algorithm for realizing all-to-all 

multicast sessions. Thus the energy consumption of each 

node is considered and then it is summed to derive the 

total energy associated with the network[4]. 

IV. CONCLUSION 

 The goal of this paper is to evaluate the 

performance of the distributed algorithm , when the 

nodes are identical and fixed. It will compute the total 

energy consumption of an all to all multicast session 

with the help of distributed algorithm. The algorithm 

will also construct a minimum spanning tree rooted at 

the terminal node and spanning the all other nodes in 

network. The total energy consumption in the network is 

compared with the total number of nodes in the network. 

At the end, we will plot the performance matrix against 

the total energy consumption with percentage of nodes. 
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Abstract - In modern days communication plays a very important role. In communication system network act as heart. By 

considering the wireless communication networks Adhoc networks plays dominant role. The main problem of Adhoc network is 

route failure. To improve the life time of network different routing protocols are consider. In present routing protocols of ad hoc 

networks, routing is an act of moving information from a source to destination in an internetwork. Route is selected in the route 

discovery phase until all the packets are sent out. Due to the continuous flow of packets in a selected route leads to the route failure. 

In order to reduce this problem we consider PRD-based MMBCR and considering the percentage of the optimum value for periodic 

route discovery. In our research we are going to analyze the performance of different routing protocols like DSR, MBCR and 

MMBCR to get maximum optimum value using Network Simulator Software. 

Keywords -  Ad hoc network, Route discovery phase, optimum value. 

 
I. INTRODUCTION  

 Communication is activity of conveying 

information from source to destination. The proper 

communication should be maintain with the help of 

communication channel, the communication channel 

classified into two categories like wired communication 

channel and wireless communication channel. In present 

technologies improve Bandwidth capability, higher 

frequency signals and consideration of the losses the 

wireless communication channel is efficient than the 

wired communication channel.  

 To maintain proper communication good 

communication network is needed. In communication 

process  the network is called heart of communication 

system because in human body the heart is doing work 

circulation of blood to different organs as usually in 

communication process network can do passing the 

information from source  to destination.   Considering 

the different wireless communication networks like 

Infrared network, Bluetooth network, Wi-fi (wireless 

fidelity),Wimax (Wireless microwave access),Wireless 

sensor networks ,Adhoc networks(Infrastructure less 

network-Advanced Developers Hands on Conference). 

We are working in the field of Mobile Adhoc networks- 

Lifetime enhancement by considering different 

protocols like DSR (Dynamic Source Routing Protocol), 

MBCR (Minimum Battery Cost Routing), MMBCR 

(Minimum Maximum Battery Cost Routing), MMBCR-

PRD (Minimum Maximum Battery Cost Routing–

Periodic Route Discovery). The issues related to 

protocol layer in ad hoc networks is observed. The 

communication between the nodes in a packet data 

network must be defined to ensure correct interpretation 

of the packets by receiving intermediate and end 

systems. Packet exchange between the nodes is called 

protocols.  The routing involves two things: Firstly 

determining optimal routing paths, secondly transferring 

the information groups (called packets) through an 

internet work.Routing protocols use several metrics to 

calculate the best path for routing the packets to its 

destination.  Unsurprisingly, designing good protocols 

with few packets collision will reduce power 

consumption. At the network layer, the routing protocols 

can be designed such that there is an increase in the 

network life time by distributes the forwarding load over 

multiple different paths. The main objective of this 

paper to investigate the performance of routing in  ad-

hoc network. A group of mobile devices called as nodes, 

without any centralized network, communicates with 

each other over multi-hop links is called as an Ad-hoc 

Network (MANET). A MANET is a collection of self 

organized mobile users which are free to act 

independently that communicate over relatively 

bandwidth constrained wireless links. Since the nodes 

are mobile, the network topology may change quickly 
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and cannot be predicted over time. Figure 2.3 shows the 

flowchart for working of general ad-hoc network. 

 

Fig. 1.1 : Working of general ad-hoc network 

CLASSIFICATION OF ROUTING PROTOCOLS: 

 Routing protocols for ad-hoc networks can 

generally be divided into three types. (i) Proactive 

Routing also known as table driven routing protocols (ii) 

Reactive routing also knows as on-demand routing 

protocols (iii) Hybrid routing protocols. 

  Each and every node has limited life spam. To 

maximize the life time of nodes in a network, the energy 

consumption rate of each node must be evenly 

distributed. Section II describes the theoretical analysis, 

Section III analyses the existing energy efficient routing 

protocols, and Section IV presents the proposed 

mechanisms to increase the network lifetime. Section V 

describes about the experimental results and lastly 

section VI gives the conclusion. 

II. THEORITICAL ANALYSIS 

 Performance analysis between routing protocols for 

mobile ad-hoc networks we are considering different 

routing protocols like DSR-Dynamic Source Routing, 

MBCR-Minimum Battery Cost Routing , MMBCR-

Minimum Maximum Battery Cost Routing.    

 The Dynamic Source Routing (DSR) protocol is a 

simple and efficient routing protocol designed 

specifically for use in multi-hop wireless ad-hoc 

networks of mobile nodes. Using DSR, the network is 

completely self-organizing and self-configuring, 

requires no existing network infrastructure or 

administration. Network nodes co-operate to forward 

packets for each other to allow communication over 

multiple "hops" between nodes which are out of 

wireless transmission range from one another. As nodes 

in the network move about or join or leave the network, 

all routing is automatically determined and maintained 

by the DSR routing protocol. 

      Since the number or sequence of intermediate nodes 

needed to reach any destination may change at any time, 

the resulting network topology may be quite rich and 

rapidly changing. In DSR protocol overheads are very 

low and able to react very quickly to changes in the 

network.  The DSR protocol provides highly reactive 

service in order to help ensure successful delivery of 

data packets in spite of node movement or other changes 

in network conditions. 

      The DSR protocol is composed of two main 

mechanisms that work together to allow the discovery 

and maintenance of source routes in an ad-hoc network: 

Route Discovery: It is the mechanism by which a node S 

wishing to send a packet to a destination node D obtains 

a source route to D. Route Discovery is used only when 

S attempts to send a packet to D and does not already 

know a route to D. 

Route Maintenance: It is the mechanism by which node 

S is able to detect, while using a source route to D, if the 

network topology has changed such that it can no longer 

use its route to D because a link along the route no 

longer works. When Route Maintenance indicates a 

source route is broken, S can attempt to use any other 

route it happens to know to D, or it can invoke Route 

Discovery again to find a new route for subsequent 

packets to D.  Route Maintenance for this route is used 

only when S is actually sending packets to D. 

      In DSR, Route Discovery and Route Maintenance 

each operate entirely "on demand". In particular, unlike 

other protocols, DSR requires no periodic packets of any 

kind.  For example, DSR does not use any periodic 

routing advertisement, link status sensing, or neighbor 

detection packets.  This entirely on-demand behavior 

and lack of periodic activity allows the number of 

overhead packets caused by DSR to scale all the way 

down to zero, when all nodes are approximately 

stationary with respect to each other and all routes 

needed for current communication have already been 

discovered. As nodes begin to move more or as 

communication patterns change, the routing packet 

overhead of DSR automatically scales to only what is 

needed to track the routes currently in use. 

      In response to a single Route Discovery, a node 

may learn and cache multiple routes to any destination. 

This support for multiple routes allows the reaction to 

routing changes to be much more rapid, since a node 

with multiple routes to a destination can try another 

cached route if the one it has been using should fail.  

This caching of multiple routes also avoids the overhead 

of needing to perform a new Route Discovery each time 
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a route in use breaks. The sender of a packet selects and 

controls the route used for its own packets, which, 

together will support for multiple routes. 

2.1.  The minimum battery cost routing (MBCR):  

      This protocol was proposed in which use remaining 

battery capacity of each host as a metric to describe the 

lifetime of each host.  

c
cf t

i

t

ii

1
)( =     (2.1.1) 

Where, )(cf
t

ii
is a battery cost function of a host ni. 

Now, suppose a node’s willingness to forward packets is 

a function of its remaining battery capacity.  The less 

capacity it has, the more reluctant it is. As the battery 

capacity decreases, the value of cost function for node ni 

will increase. The battery cost Rj for route i, consisting 

of D nodes, is  

( )∑
−

=

=
1

0

D j

i

t

iij cfR                   

(2.1.2) 

     Therefore, to find a route with the maximum 

remaining battery capacity, we should select a route i 

that has the minimum battery cost. 

{ }AjRR jj
∈= min        (2.1.3) 

Where, A is the set containing all possible routes. 

Advantage of MBCR:  In MTPR, if the minimum total 

transmission power routes are via a specific host, the 

battery of this host will be exhausted quickly, and this 

host will die of battery exhaustion soon.  Therefore, the 

remaining battery capacity of each host is a more 

accurate metric to describe the lifetime of each host. 

But, in MBCR since battery capacity is directly 

incorporated into the routing protocol, this metric 

prevents hosts from being overused, thereby increasing 

their lifetime and the time until the network is 

partitioned. If all nodes have similar battery capacity, 

this metric will select a shorter-hop route. 

Disadvantage of MBCR:  Because only the summation 

of values of battery cost functions is considered, a route 

containing nodes with little remaining battery capacity 

may still be selected. For example, in Figure 2.12 there 

are two possible routes between the source and 

destination nodes.  Although node 3 has much less 

battery capacity than other nodes, the overall battery 

cost for route 1 is less than route 2.  Therefore, route 1 

will be selected, reducing the lifetime of node 3, which 

is undesirable. 

2.2  The min-max battery cost routing (MMBCR):  

      This protocol was proposed in at first, in each 

possible route from source to destination, the maximum 

battery cost will be selected from Equation (2.2.1). 

Among this set of maximum battery costs, the minimum 

battery cost will be selected according to Equation 

(2.2.2). The battery of each host will be used more fairly 

than in previous schemes.  

Battery cost Rj for route j is redefined as  

( )cfR
t
ii

jroutei

j max
_∈

=
                           (2.2.1) 

 Similarly, the desired route i can be obtained from 

the equation   

         { }AjRR jj
∈= min                          (2.2.2) 

Advantage: Since this metric always tries to avoid the 

route with nodes having the least battery capacity 

among all nodes in all possible routes, the battery of 

each host will be used more fairly than in previous 

schemes.   

Disadvantage: The disadvantage is that since the 

minimum total transmission power is not considered in 

MMBCR, the power consumption may be more to 

transmit user traffic from a source to a destination, 

which actually reduces the lifetime of all nodes.    

 In MMBCR (Min-Max Battery Cost Routing) we 

first find the node having minimum battery capacity in 

each node of the possible routes and select the route 

having the maximum value among the selected routes. 

That means the route having maximum life time is 

selected. But the main demerit of MMBCR is that it 

does not consider the transmission powers of the nodes. 

In MMBCR, the updated information is not considered 

for route selection. So, two mechanisms are proposed to 

overcome this disadvantage. The first is MMBCR-route 

reply, where the cost function is calculated in route 

reply phase instead of in route request phase for 

selecting the route. 

  And the other is MMBCR with periodic route 

discovery to get more updated information about the 

routes. In this method periodically the route discovery 

process is done. If there are any changes in the route, the 

route information is updated. Because of this method, 

different routes are used for transmission of data packets 

and periodic shifting between the routes which avoids 

the over usage of nodes and node exhaustion leading to 

the increase of the life time of the network. 

2.3  Performance Metrics: 
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Fig. 4.5 Comparison of the route failure times of DSR, 

MBCR,MMBCR, PRD based - MMBCR 

VI. CONCLUSION 

      In this paper, two mechanisms are proposed to 

increase the network life time. The first is MMBCR-

Route reply, where the cost functions are calculated in 

route reply phase instead of in route request phase and 

the other is MMBCR with periodic route discovery. In 

this if there is any updated information about the routes 

can be modified. And different route are used for the 

transmission of the data packets and periodic shifting 

between the routes is observed which avoids the over 

usage of nodes and node exhaustion leading to the 

increase of the network life time. The simulation results 

show that the proposed mechanism PRD-based 

MMBCR performs better in case of node failure time 

and the optimum period is investigated for PRD based-

MMBCR to get higher node failure time. 
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Abstract - Long distance AC transmission system is often subjected to stability problems which limit the transmission capability. 

Large power systems often suffer from weakly damped swings between synchronous generators. This paper aims to enhance the 

transient stability of the power system with the use of distributed static series compensator (DSSC). First of all, a detailed simulation 

model of the DSSC has been presented. DSSC has a function like static synchronous series compensator (SSSC) but is in smaller 

size and lower price along with more other capabilities. Likewise, DSSC lies in transmission lines in a distributed fashion.  

Flexible AC transmission systems (FACTS) devices can control power flow in the transmission system to improve asset utilization, 

relieve congestion, and limit loop flows. High costs and reliability concerns have restricted their use in these applications. The 

concept of distributed FACTS (D-FACTS) is introduced as a way to remove these barriers. A new device, the distributed static series 

compensator (DSSC), attaches directly to existing HV or EHV conductors and so does not require HV insulation. It can be 

manufactured at low cost from conventional industrial-grade components. The DSSC modules are distributed, a few per conductor 

mile, to achieve the desired power flow control functionality by effectively changing the line reactance. Experimental results from a 

prototype module are presented, along with examples of the benefits deriving from a system of DSSC devices.. 

Keywords - Distributed flexible ac transmission system (D-FACTS), series compensation, distributed static series 

compensator (DSSC), transient stability enhancement.  

 
I. INTRODUCTION  

 A power system must be modeled as a nonlinear 

system for large disturbances. Although power 

system stability may be broadly defined according to 

different operating conditions, the frequent 

considered one is the problem of transient stability. 

This sort of stability is mainly concerned with the 

maintenance of synchronism between generators 

following a sever disturbance [1]. Recent 

development of power electronics has introduced the 

use of flexible alternative current transmission system 

(FACTS) controllers in power systems. FACTS 

controllers are pretty flexible and provide the ability 

of fast controlling of the network conditions. This 

salient feature of FACTS can be exploited to improve 

the stability of a power system [2]-[8]. Along the 

admissible and marvelous merits, Some of the main 

drawbacks regarding the FACTS technology are as 

follows. 

• Device complexity and more component 

requirements lead to a high cost installation; 

• Single point of failure will bring about the entire 

system to shut down; 

• Lumped nature of system and initial over-rating 

of devices to furnish the future growth provides 

poor return on investment (ROI); and etc. 

 Recently a new concept from the family of 

distributed FACTS (D-FACTS) has been introduced 

as a way to overcome the most of serious limitations 

of FACTS devices. D-FACTS devices offer all 

capabilities of their FACTS counterparts. This newly 

born technology points the way to a novel approach 

for achieving power flow control. The distributed 

nature of the suggested system makes it possible to 

achieve fine granularity in the system rating. 

Furthermore, it is possible to expand the system with 

the growing demand [9]. 

 The concept of DSSC is on the base of utilizing a 

low-power single-phase inverter, which attaches to 

the transmission conductor and dynamically controls 

the corresponding transfer impedance. By this way, 

the active control of power flow on the line is achieved 

[10]. Quite few papers have attempted the modeling 

and interrogating of DSSC’s capabilities. For 

instance, [11] offers a graphical simulation model for 

DSSC and explores a single phase system which 
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comprises only one DSSC and an ideal voltage source 

instead of generators. Hence, the least available and 

reported technical papers for DSSC justifies further 

studies on the other capabilities of this device. This 

study serves a research where 1400 DSSCs are 

integrating in a two-area, two-machine system in 

order to examine the transient stability of the system. 

II.  DSSC BASIC CONCEPT 

 DSSC concept has been originated based on 

FACTS devices, which is in fact a model of a SSSC 

but in a smaller size, at a lower price, and with a 

higher capability. The distributed fashion of the 

DSSC contributes more safety and improved 

controllability of power system. 

 Fig. 1 displays an imaginary schematic of DSSC 

exploited in a power line so as to control the power 

flow by changing the line impedance. Each DSSC 

module is rated at about 10 KVA and is clamped 

around the line. The individually controlling of each 

module provides an opportunity to increase or 

decrease the impedance of the line or to leave it 

unaltered. With a large number of modules 

performing together, it will be feasible to yield 

substantial influence on the overall power flow in the 

line [12]. 

 

The low VA ratings of the modules emanates from 

mass manufactured power electronics systems in the 

industrial drives and UPS markets, which offers the 

chance to actualize extremely low cost 

implementation. On the other hand, utilizing a large 

number of modules results in a high system reliability, 

as the system operation is not much affected by the 

failure of a small number of modules [9]. 

 A DSSC module As illustrated in Fig. 2, is 

composed of a small rated (10 KVA) single phase 

inverter and a single turn transformer (STT) with its 

associated controls, power supply circuits and built-in 

communications capability [13]. The STT is a critical 

component of the DSSC. It makes the use of the 

transmission conductor as a secondary winding and is 

designed with high turn ratio which reduces the current 

handled by the inverter; hence it will be possible to use 

commercial IGBTs to realize lower cost [10]. The 

transformer core is made up of two parts that can be 

physically clamped around the transmission line to 

constitute a complete magnetic circuit [14]. 

 

III.  DSSC IMPACT ON POWER FLOW 

 As mentioned earlier, DSSC is connected in series 

to the transmission line and thus has the ability of 

injecting a synchronous fundamental voltage that is in 

quadrature with the line current directly into the 

transmission conductor. As a result, the transmitted 

power becomes a parametric function of the injected 

voltage and can be stated as the sequel: 

where: 

 V1 and V2 = the bus voltage magnitudes; 

 Vq = the series injected voltage magnitude; 

 = the voltage phase difference; and 

XL = the impedance of the line, assumed to be 

purely inductive. 

 The DSSC can simply increase the transmittable 

power as well as decrease it by reversing the polarity of 

the injected ac voltage [15]. This is worth noting that 

this feature is responsible for corroborating the DSSC 

salient ability for power flow control in the overall 

system. The variation of the transmitted power verses 

load angle with different quadrate voltage injections, 

for equal bus voltage magnitudes is depicted in Fig. 3.  
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IV. SIMULATION MODEL EXTRACTED FOR 

DSSC 

 This section reviews the graphical-based 

simulation model for the DSSC introduced in [11]. This 

model provides comprehensive understanding of the 

operational principles of the DSSC; and hence can be 

very appropriate for extra operational analysis of this 

device. 

A. Single Phase Inverter Structure 

 As displayed in Fig. 4, the DSSC power circuit 

includes the inverter, filter circuit, breaker, and 

transformer. As shown, the DSSC single phase inverter 

consists of four IGBT devices in a full bridge 

configuration. The dc link is realized with a fixed 

capacitor. Also an output LC filter (Lf and Cf) is 

expected in the output of the inverter to alleviate the 

harmonic pollution of the injected voltage. 

 

 Sinusoidal pulse width modulation (SPWM) 

technique is well known to offer simplicity and good 

response for inverter switching strategy. On account of 

this reason, SPWM is the case which is speculated 

here. 

B. Control Strategy 

 The fundamental task of the DSSC is to control 

the power flow in a transmission line. This goal can be 

obtained either by direct control in which both the 

angular position and the magnitude of the output 

voltage are controlled, or by indirect control in which 

only the angular position of the output voltage is to be 

controlled and the magnitude remains proportional to 

the dc terminal voltage [16]. 

 The inverters which are directly controlled impose 

more difficulty and higher cost to be implemented 

compared to indirectly controlled inverters, also their 

function is typically correlated with some penalty in 

terms of increased losses, greater circuit complexity 

and increased harmonic components in the output. As a 

consequence, the control scheme used for the DSSC 

model investigated in this paper is based on indirect 

control technique [11]. 

 Fig. 5 exhibits the DSSC control system and 

SPWM generator. The controller main objective is to 

hold the charge constant on the dc capacitor and also to 

inject a voltage that is in quadrature with the line 

current. A small phase displacement namely, error, 

beyond the required 90° between the injected voltage 

and the line current is needed to fix the dc capacitor  

voltage. The signal obtained by comparing Vdc with 

Vdc(ref) is passed through a proportional-integral (PI) 

controller which generates the required phase angle 

displacement or error. The Phase-Locked Loop (PLL) 

provides the basic synchronization signal, , which is 

the phase angle of the line current [11]. 

 

 

Fig. 5 : DSSC control system and SPWM generator 

 

V.  TRANSIENT STABILITY ENHANCEMENT 

WITH DSSC 

 DSSC would enhance the transient stability by 

partial eliminating of the series impedance of the 

transmission line. The transient stability however, can 

be more increased by temporarily changing the 

compensation with a supplementary controller 

combined to the main control loop of DSSCs. For the 

duration of the first acceleration period of the machine, 

the controller increases the transmitted power by 

injecting higher series voltage. Similarly, the 

deceleration of the machine is increased simply by 

increasing the line impedance and thus, decreasing the 

transmitted power. Fig. 6 shows the power system 

considered as the case study in the following 

simulations. 

 With respect to Fig. 6, it can be observed that the 

load center is modeled by a 5000 MW resistive load. The 

load is fed by a local generation of 4000 MW (machine 

G2) and a remote 1000 MW plant (machine G1) which 

is connected to the load center through a long 500 kV, 

700 km transmission line. The system has been 

initialized so that the line transmits 950 MW which is 

close to its surge impedance loading (SIL=977 MW). 

 Vdc(ref) for each DSSC module is fixed at 2 kV, 

amplitude modulation ratio is set at 0.5, and the turns 

ratio of STT is 1:100. Consequently, by applying these 

adjustments, the injected voltage of each DSSC module 
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is anticipated to reach a peak to peak value of 10 V. 

Regarding that the injected voltage of each DSSC is 10 

V, with the view of achieving %4 compensation on 

transmission line, near 1400 DSSC modules are 

required in each phase of the line. Fig. 6 provides a 

good illustration of DSSCs placement in the 

transmission lines. 

 

 The negative sign for Xinj denotes the capacitive 

mode of DSSCs to series compensation of the line. 

 In order to evaluate the DSSC impact in the 

transient stability enhancement, three different case 

studies are considered. The next section would present 

the complete simulation results for these states. 

. 

 

Fig. 6 Simulation model of two-machine power system for transient stability study with DSSCs 

.

VI.  SIMULATION RESULTS 

This section is dedicated to scrutinize the DSSC 

influence in the overall system performance under 

three different cases. The cases considered here are as 

follows. 

• Impact of DSSC on steady state operation 

point; 

• Three phase fault – impact of DSSC without 

damping controller; and 

• Three phase fault – impact of DSSC equipped 

with damping controller. 

 In the subsequent sections, simulation results are 

obtained for each situation individually and a complete 

discussion is presented 

A.  Impact of DSSC on Steady State Operation Point 

 First of all, 1400 DSSCs are considered in the line 

per phase for achieving %4 compensation. Fig. 7 

demonstrates that when the DSSCs are out of service, 

the rotor angle difference, d_theta1_2, between the 

two machines is about 53 degree. 

Typically the line power is assumed to be constant; 

thus by entering the DSSCs to the power system at t = 

4 sec, the series impedance of the line will decrease. 

As a result, with respect to (3), the rotor angle 

difference d_theta1_2 is decreased to 50.25 degree. 

  

Fig. 7 The rotor angle difference (d_theta1_2) response when 

the DSSCs are put in service at t=4 

 For this reason the transient stability margin of the 

system is improved with compensation. 

             (3) 

B. Three Phase Fault_Impact of DSSC without 

Damping Controller 

 Here, the DSSCs are initially placed in the circuit, 

but there is no damping controller on the main control 

loop, namely Auxiliary Damping Signal is set to zero. 

The bus1 near the machine G1 is subjected to a three 

phase to ground fault with duration of 0.085 second. 

Figs. 8 and 9 are obtained for this case. It can be seen 

that, when the DSSCs are out of service, the rotor 

angle between the machines is increased rapidly and 
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two machines fall out of synchronism after fault 

clearing. In contrast, when the DSSCs are in circuit, 

for the same fault circumstance the system remains 

stable. 

 

 

 

Fig. 8 : The rotor angle difference (d_theta1_2) variation 

after the fault 

 

 

without DSSCs and with DSSCs (without damping 

controller) 

C. Three Phase Fault_Impact of DSSC with 

Damping Controller 

 To be more precise, the DSSC by itself does not 

provide the essential damping of oscillations as its 

primary duty is to control the line power flow. With 

the purpose of achieving better damping over a wide 

range of operation, a power oscillation damping (POD) 

controller is added to the main control loop of DSSCs. 

Fig. 10 shows the POD controller structure.  

 

 
Fig. 10 POD controller structure. 

 This figure displays that the damping controller is 

composed of a gain block, a washout filter, and a lead-

lag compensator. The damping controller is designed 

so as to provide an extra electrical torque in phase with 

the speed deviation in order to enhance the damping of 

oscillations [1]. The gain setting of the damping 

controller is adopted so as to achieve the desired 

damping ratio of the electromechanical fluctuations. 

The purpose of the washout circuit is to block the 

auxiliary controller from responding to the steady-state 

power conditions. The parameters of the lead-lag 

compensator are adjusted so that the phase shift 

between the speed deviation and the resulting electrical 

torque at the desired frequency is compensated. In the 

following, an additional electrical damping torque 

output is acquired in phase with the speed deviation. 

Here, the parameters of the controller are determined 

through the simulation studies by a trial-error method 

with the aim of achieving the best damping. The 

selection of an appropriate input signal is a 

fundamental issue in the design of an effective and 

robust auxiliary damping controller. In this paper, as 

depicted in Fig. 10, the generator rotor speed is 

considered as the input signal. 

 The output of the auxiliary damping controller is 

used to modulate the reference setting of DSSC in 

order to provide the excellent damping [16]. For the 

work at hand, as illustrated earlier in Fig. 5, the 

output of the POD controller is utilized to regulate 

the magnitude of the series injected voltage during 

electromechanical transients to yield the proper 

damping of oscillations. 

 Now the system is subjected to a severe fault 

with duration of 0.1 sec which is applied again near 

the bus1. Simulation results are presented in Figs. 11 

and 12. These figures address two different cases 

namely, DSSC without any supplementary damping 

controller and DSSC which is supplied with POD 

controller. As it can be seen from Figs. 11 and 12, for 

the case where the DSSC lacks a power fluctuations 

damping controller, the system is completely unstable 

and two machines fall out of synchronism quickly. 

Also it can be noticed that when the DSSC control 

loop includes a power oscillation mitigating controller, 

the system is kept stable. Fig. 13 shows the POD 

controller output signal generated for damping the 

system oscillations. 
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Fig. 11 (a) the rotor angle difference (d_theta1_2) 

variation (b) variation of the machines angular speed 

after the fault with  POD controller and without POD 

controller 

 

Fig. 12 Machines voltage variation after the fault with 

POD controller and without POD controller 

 

 

VII. CONCLUSION 

  The development of D-FACTS devices has been 

announced as an effective approach to overwhelm the 

high cost implementation of FACTS family. The 

distributed devices are also apt to accomplish some 

other ancillary duties such as transient stability 

enhancement, power oscillation damping, etc. This 

study served a review of graphical-based simulation 

model for the DSSC which is in fact a smaller 

counterpart of SSSC. A two-machine power system is 

put under investigation in order to verify the DSSC 

capability for increasing the transient stability of the 

whole system. Simulation results demonstrate that 

when the DSSCs are out of service, the rotor angle 

between the machines, d_theta1_2, is increased 

rapidly and two machines fall out of synchronism after 

fault clearing. But when the DSSCs are in circuit, they 

stabilize the system even without a specific controller. 

In the next, a severe fault is taken to occur in the 

system. It is shown that for this case, the system even 

with DSSCs in service becomes totally unstable. 

Hence, a POD controller is added to the main control 

loop of DSSC for improving the transient stability 

margin of the system. Simulation results exhibit that 

in this case the system will remain stable after the 

fault removal. Consequently, the ability of distributed 

devices such as DSSC in the enhancement of the 

power system operation is certified. 
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Abstract - Power Quality issues are becoming a major concern for today’s power system engineers. Large scale incorporation of 

non-linear loads has the potential to raise harmonic voltages and currents in an electrical distribution system to unacceptable high 

levels that can adversely affect the system. Active power filter (APF) based on power electronic technology is currently considered 

as the most competitive equipment for mitigation of harmonics and reactive power simultaneously. Instantaneous power theory is 

used for generation of reference current. This paper presents a comparative study of the performance of three current control 

strategies namely ramp comparison method, hysteresis current controller (HCC) and Adaptive hysteresis current  controller(AHCC) 

and superiority of AHCC is established. Simulation results for all the method are presented using MATLAB/SIMULINK power 

system toolbox demonstrating the effectiveness of using adaptive hysteresis band. 

Keywords -  Active power filter, Harmonics, Instantaneous power theory, hysteresis current control, AHCC. 

 
I. INTRODUCTION  

 SOLID-STATE control of ac power using thyristors 

and other semiconductor switches is widely employed to 

feed controlled electric power to electrical loads, such as 

adjustable speed drives (ASD’s), furnaces, computer 

power supplies, as well as in HVDC systems and 

renewable electrical power generation. Since, being non 

linear loads, these solid-state converters draw harmonic 

and reactive power components of current from ac 

mains. These injected harmonics, reactive power 

burden, unbalance, and excessive neutral currents cause 

low system efficiency and poor power factor. They also 

cause disturbance to other consumers and interference in 

nearby communication networks. Extensive surveys [1, 

2] have been carried out to quantify the problems 

associated with electric power networks having 

nonlinear loads. Conventionally passive L–C filters have 

limitations of fixed compensation, large size, and 

resonance. The increased severity of harmonic pollution 

in power networks has attracted the attention of power 

electronics and power system engineers to develop 

dynamic and adjustable solutions to the power quality 

problems [3]. Such equipment, generally known as 

active power filters (APF’s), are also called active 

power line conditioners (APLC’s). 

Shunt active filters theories and applications have 

become more and more popular and have attracted much 

attention. APF’s adopt intelligent circuits to measure 

harmonic and reactive power of nonlinear loads and take 

corrective actions. By injecting compensation current 

with 1800 phase shift with load current at the point of 

common coupling where the nonlinear load is 

connected, the sinusoidal source currents are 

maintained. Therefore, both harmonic suppression and 

reactive power compensation for the nonlinear load are 

achieved.   

 

 

         

 

 

 

 

 

         

 

                 Fig. 1: APF control block 

 One of the peculiar features of shunt APFs is that it 

does not require energy storage units such as batteries or 

active sources in other forms for its compensation 

mechanism. To accomplish this function, it requires an 

effective reference compensation strategy for both 
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reactive and harmonic power of the load. Generally, the 

performance of APF is based on three design criteria [4-

12]: (i) design of power inverter; (ii) types of current 

controllers used; (iii) methods used to obtain the 

reference current. Many control techniques have been 

used to obtain the reference current [6-12]. Among these 

controllers the instantaneous real-power theory provides 

good compensation characteristics in steady state as well 

as transient states [4-5]. The instantaneous real-power 

theory generates the reference currents required to 

compensate the load current harmonics and reactive 

power. It also tries to maintain the dc-voltage across the 

capacitor of the inverter constant. Another important 

characteristic of this real-power theory is the simplicity 

of calculations, which involves only algebraic 

calculation. Fig. 1 shows a system control block for a 

three-phase shunt APF, where its reference 

compensation currents are computed according to the 

input voltages and load currents. 

  Similarly various current controller techniques 

proposed for APF configuration, such as triangular-

current controller, sinusoidal PWM, periodical-sampling 

controller and hysteresis current controller. In ramp 

comparison method multiple crossings of the ramp by 

the current error may become a problem when the time 

rate change of the current error becomes greater than 

that of the ramp. Therefore nowadays, hysteresis current 

controller method attracts researcher’s attention due to 

unconditional stability, fast transient response, simple 

implementation and high accuracy. However, this 

control scheme exhibits several unsatisfactory features 

such as uneven switching frequency and switching 

frequency variation within a particular band. The 

adaptive-hysteresis current controller overcomes these 

demerits of HCC; adaptive- HCC changes the 

bandwidth according to instantaneous compensation 

current variation. The adaptive-HCC changes the 

bandwidth according to instantaneous compensation 

current variation that is used to optimize the required 

switching frequency. This paper presents design and 

analysis of an active power filter that uses instantaneous 

power-theory with three types of current controller. This 

current controller generates switching pulses for the 

active power inverter. The shunt APF is investigated 

under non-linear load and found to be effective for 

harmonics and reactive power compensation. 

 The simulation is carried out using 

MATLAB/Simulink for two different types of non-

linear loads and at different firing angles. This entire 

simulation studies were carried out by choosing an 

11Kv feeder providing supply to Walchand College of 

Engineering, Sangli, India. 

II. SYSTEM CONFIGURATION AND 

COMPENSATING PRINCIPLE 

A. Sysem Configuration 

 In an APF depicted in Fig.1, a current controlled 

voltage source inverter is used to generate the 

compensating current (ic) and is injected into the utility 

power source grid. It cancels the harmonic components 

drawn by the nonlinear load and keeps the utility line 

current sinusoidal. A voltage-source inverter having 

IGBT switches and an energy storage capacitor on dc 

bus is implemented as a shunt APF. The main aim of the 

APF is to compensate harmonics for power quality 

improvement and reactive power so as to improve 

power factor. The APF system consists of a three phase 

voltage inverter with the current regulation, which is 

used to inject the compensating current into the power 

line. The VSI contains a three-phase isolated gate 

bipolar transistor (IGBT) with anti-paralleling diodes. 

The VSI is connected in Parallel with the three-phase 

supply through three inductors Lf1, Lf2 and Lf3. The DC 

side of the VSI is connected to a DC capacitor C that 

carries the input ripple current of the inverter and the 

main reactive energy storage element. The DC capacitor 

provides a constant DC voltage and the real power 

necessary to cover the losses of the system. The 

inductors Lf1, Lf2 and Lf3 perform the voltage boost 

operation in conjunction with the capacitor, and at the 

same time act as the low pass filter for the AC source 

current. Then the APF must be controlled to produce the 

compensating currents ic1, ic2 and ic3 following the 

reference currents ic1
*, ic2

* and ic3
* through the control 

circuit.  

B. Instanstaneous reactive power theory (p-q theory) 

 In 3-phase circuits with balanced voltage, 

instantaneous currents and voltages are converted into 

instantaneous space vectors [13, 14]. The traditional 

definitions of the power components are all based on the 

direct quantities of 3-phase voltages and currents 

vectors: ea, eb, ec and ia, ib, ic. In instantaneous reactive 

power theory, the instantaneous 3-phase currents and 

voltages are expressed as the following equations. These 

space vectors are easily converted into α-β coordinates. 
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Where  

 

 

 

And α, β are orthogonal coordinates. eα and iα are 

on α axis, eβ and iβ are on β axis. When the source 

supplies nonlinear loads, the instantaneous power 

delivered to the loads includes both active and reactive 

components. So, the current vector i was divided into 

active current component and reactive current 

component, which are ip and iq respectively, as shown in 

Fig.2 

 

 

 

 

 

 

 

 

 

Fig.2 Vector diagram of voltage and currents 

In the representation of electric quantities, instantaneous 

active and reactive powers are calculated as follows:  

 p=eip, q=eiq,  

Where, ip=icosφ, iq=isinφ make up Eq. (3): 

 

 

 

 Here, “−” and “~” stand for dc and ac components, 

respectively.  and  are the instantaneous active and 

reactive power (dc value) originating from the 

symmetrical fundamental (positive-sequence) 

component of the load current,  and  are the 

instantaneous active and reactive power (ac value) 

originating from harmonic and the asymmetrical 

fundamental (negative-sequence) component of the load 

current. These power quantities given above for an 

electrical system are represented in a-b-c coordinates 

and have the following physical meaning: 

=The mean value of the instantaneous active power—

corresponds to the energy per time unit transferred from 

the power supply to the load, through a-b-c coordinates, 

in a balanced way.  

 =Alternated value of the instantaneous active power 

it is the energy per time unit that is exchanged between 

the power supply and the load through a-b-c 

coordinates. 

=Instantaneous reactive power—corresponds to the 

power that is exchanged between the phases of the load. 

This component does not imply any exchange of energy 

between the power supply and the load, but is 

responsible for the existence of undesirable currents, 

which circulate between the system phases. 

=The mean value of the instantaneous reactive power 

that is equal to the conventional reactive power. 

From Eq.(3), in order to measure the harmonic currents 

and reactive current component, fundamental active 

current corresponding to reactive power on α-β 

coordinates should be first calculated by Eq.(4): 

 

 

 

 The fundamental active currents in α-β reference 

frame are then transformed into a-b-c reference frame 

and they are: 

 

 

 

 

Finally, the reference compensation currents are 

obtained by Eq. (6): 

 

 

 

 

 The DC side voltage of APF should be controlled 

and kept at a constant value to maintain the normal 

operation of the inverter. Because there is energy loss 

due to conduction and switching power losses associated 

with the diodes and IGBTs of the inverter in APF, which 

tend to reduce the value of Vdc across capacitor Cdc. A 

feedback voltage control circuit needs to be incorporated 

into the inverter for this reason. The difference between 

the reference value, Vref and the feedback value (Vdc), an 

error function first passes a PI regulator and the output 

1  -1/2    -1/2 

 

0 √3/2    -√3/2 

C32      √ 2/3 

iβp 

 

eβ 

 

 β 

 

ip 

 

iβq 

iαp eα 

 

iαq 

iα 
α 

i 

 

φe 

 

φi 

 

φ 

 

iβ 

 

e 

 

Iq 

(3) p 

q 
 

p+p 

q+q 

iα 

iβ 
 

 eα    eβ 

-eβ   eα 

Cpq C
‐1 

p + ploss 

        0 

iαf 

iβf 

  (4) 

Iaf 

Ibf 

Icf 

√2/3 

 1          0     

-1/2    √3/2 

-1/2   -√3/2     

iαf 

iβf 

(5) 

  ia 

  ib 

  ic 

ia 

ib 

ic 

iaf 

ibf 

icf 

(6) 



 Active Power Filter with advanced Current Controller  Technique for Power Quality Improvement     

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

150 
 

of the PI regulator is added in the alpha axis value of the 

fundamental current components. 

III. CURRENT CONTROLLER TECHNIQUE 

A. Ramp comparison controller  

 The controller can be thought of as producing sine-

triangle PWM with the current error considered to be the 

modulating function. The current error is compared to a 

triangle waveform as shown in fig.3 and if the current 

error is greater(less) than the triangle waveform, and 

then the inverter leg is switched in the positive 

(negative) direction. With sine-triangle PWM, the 

inverter switches at the frequency of the triangle wave 

and produces well defined harmonics. Multiple 

crossings of the ramp by the current error may become a 

problem when the time rate change of the current error 

becomes greater than that of the ramp. However, such 

problems can be adjusted by changing the amplitude of 

the triangle wave suitably.  

 

Fig. 3 : Ramp comparison controller 

B. Hysteresis controller [15] 

 The hysteresis band current control can be 

implemented to generate the switching pattern in order 

to get precise and quick response. The hysteresis band 

current control technique has proven to be most suitable 

for all the applications of current controlled voltage 

source inverters in active power filters. The hysteresis 

band current control is characterized by unconditioned 

stability, very fast response, good accuracy, and 

inherent-peak current limiting capability, the technique 

does not need any information about system parameters. 

 The conventional hysteresis band current control 

scheme used for the control of active power filter line 

current is shown in Fig.4, composed of a hysteresis 

around the reference line current [15]. The reference line 

current of the active power filter is referred to as Ica
*, 

and actual line current of the active power filter is 

referred to as Ica. The hysteresis band current controller 

decides the switching pattern of active power filter. The 

switching logic is formulated as follows: If ica < (Ica
*- 

HB) upper switch is OFF and lower switch is ON for leg 

“a” :( SA=l). If ica > (Ica
* + HB) upper switch is ON and 

lower switch is OFF for leg “a” (SA=O). The switching 

functions SB and SC for phases B and C are determined 

similarly, using corresponding reference and measured 

currents and hysteresis bandwidth (HB). The switching 

frequency of the hysteresis band current control method 

described above depends on how fast the current 

changes from the upper limit of the hysteresis band to 

the lower limit of the hysteresis band, or vice versa. 

Pulses

1

NOT

NOT

NOT

mu

mu

ConvertConvert

ConvertConvert

ConvertConvertIabc

2

Iabc *

1

 

Fig. 4 :Simulation diagram of hysteresis current 

controller 

C. Adaptive hysteresis current controller 

 Width of the hysteresis band determines the 

allowable current shaping error to control the switching 

frequency of the inverter. As the bandwidth narrows the 

switching frequency increases. A suitable bandwidth 

should be selected in accordance with the switching 

capability of the inverter. The bandwidth should also be 

small enough to supply the reference current precisely 

keeping the view of switching losses and EMI related 

problems. Therefore, the range of switching frequencies 

used is based on a compromise between these factors. 

By changing the bandwidth, which changes the average 

switching frequency of the APF, user can evaluate the 

performance for different value of hysteresis bandwidth. 

Switching frequency of the hysteresis band current 

controller is depends on the rate of change of the actual 

APF current and therefore switching frequency varies 

along with the current waveform. Line inductance of the 

APF and the dc bus voltage are the main parameters 

determining the rate of change of the actual APF 

currents. Therefore switching frequency also depends on 

these two parameters.  

             

Fig. 5 : Current and Voltage waves with AHCC 
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 Fig. 5 shows the PWM current and voltage waves 

for phase a [16]. When the actual line current of the 

active power filter tries to leave the hysteresis band, the 

suitable IGBT is switched to ON or OFF to force the 

current to return to a value within the hysteresis band. 

Then the switching pattern will be trying to maintain the 

current inside the hysteresis band. Current ica tends to 

cross the lower hysteresis band at point 1, where upper 

side IGBT of leg ‘a’ is switched on. The linearly rising 

current i+
ca then touches the upper band at point 2, where 

the lower side IGBT of leg ‘a’ is switched on. The 

following equations can be written in the respective 

switching intervals t1 and t2.  

                                          (7) 

                                      (8) 

                                                        (9) 

where L is phase inductance, and i+
ca and  i-

ca  are the 

respective rising and falling current segments. From the 

geometry of Fig. 5, we can write 

                                    (10) 

                               (11) 

                                            (12) 

where t1 and t2 are the switching intervals, and fc is the 

switching frequency.  

Adding (10) and (11) and substituting in (12), we get  

                        (13)  

Subtracting (11) from (10), we get 

                (14) 

Substituting (9) in (13) and (14) and simplifying 

   (15) 

                              (16) 

Substituting (16) in (15), gives 

 

                (17) 

where m is the slope of command current wave. 

Hysteresis band (HB) can be modulated at different 

points of fundamental frequency to control the switching 

patterns of the inverter. For symmetrical operation of all 

three phases, it is expected that the hysteresis band 

width (HB) profiles HBa, HBb and HBc will be the 

same, but have phase difference as shown by the 

following formulae.  

               (18)   

           (19) 

        (20) 

 

 The calculated hysteresis bandwidth HB is applied 

to the variable HCC. The variable HCC created by S-R 

flip-flop to produce gate control pulses that operate the 

voltage source inverter. The above expression show that 

hysteresis bandwidth (HB) is a function of switching 

frequency, supply voltage, dc capacitor voltage and 

slope of the reference compensator current wave and 

thus with capacitor voltage and reference compensator 

current wave modulation, the switching frequency is 

remain nearly constant. This improves the performance 

of PWM and APF substantially. 

IV. SIMULATION RESULT 

 A typical distribution feeder originating from a sub-

station to Walchand College of Engineering Sangli 

campus load centers has been considered for simulation. 

A three-phase 11Kv/433V, Dy11 transformer is 

employed in the Institute for catering to the loads 

locally. Walchand College of Engineering, Sangli is 

getting supply from MSEDL through 11 KV feeder and 

their ratings are as follows: 11 KV feeder of length 5 

km. H.T. Supply: 11 KV over head feeder: Mink 7/3.66 

mm ACSR conductor; Resistance per Km. distance: 

0.49 Ω, Reactance per Km. distance: 0.365Ω; 

Transformer rating: 125KVA, 11KV/433V, 50 Hz. 

Dy11; Percentage impedance: 4.25 ohms; 

 All the system parameters are calculated and 

referred to low voltage side. 
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 These are as listed below:  (With 20KA short circuit 

level) Copper losses in the transformer as 2000 Watts, 

Equivalent resistance Rp= 15.49 Ω and reactance Xp= 

38.069Ω. Total resistance RHV= 17.94Ω and equivalent 

reactance XHV = 40.259 Ω. The equivalent values 

referring to L.V. sides are RLV = 0.0287 Ω, XLV 

=0.06431 Ω; (XLV=0.2047mH). 

 

 

 

 

 

 

 

 

 

 All the parameters are shown in the equivalent 

diagram Fig. 6. Source voltage is considered as 440 v 

and of 50 Hz frequency. Filter parameters are selected 

as Lf =4 mH, Vdc=850 V, Cdc=1400 μF. 

The performances of ramp comparison method, HCC 

and AHCC based shunt active power filter were 

evaluated through simulation using 

MATLAB/SIMULINK environment. A thyristor 

converter with R-L load is taken as t=0 to t=0.1 with 

resistance of 100 Ω and inductance of 50 mH  under 

steady state and for remaining transient period R-L with 

50 Ω and inductance of 25 mH.   

 The simulation results in transient operation using 

AHCC are presented in Fig. 7 The Waveform of the 

source current without APF and its THD are shown in 

Fig.7 (a) and (b) respectively. These current waveforms 

are for a particular phase (phase a). Other phases are not 

shown as they are only phase shifted by 1200 and we 

have considered only a balanced load. Also the 

Waveform of the source current with APF and its THD 

are shown in Fig.7(c) and (d) respectively. The APF 

supplies the compensating current to PCC, which is 

shown in Fig. 7(e). The time domain response of the p-q 

theory controller is shown in Fig. 7(f) which clearly 

indicates that, the controller output settles after a few 

cycles. The capacitor voltage superimposed to its 

reference is shown in Fig. 7(f). In order evaluate the 

good performance of the control, the total harmonic 

distortion (THD) is measured for the source current 

before and after compensation. It shows that THD 

improves from 27.78% to 1.49 % using Adaptive 

hysteresis current controller with the APF. 

 The system is simulated at different operating 

conditions such as thyristor convertor with firing angle 

of 00 and 300. The final values of THD of source current 

before and after compensation are listed in Table I. The 

source current is giving better result using AHCC than 

other controllers and their THD’s are below the 

specifications prescribed by IEEE 519 standard 

recommendations on harmonics levels 

 

Fig.7.a.Source current without APF 

. 

TABLE I 

SOURCE CURRENT TOTAL HARMONIC DISTORTION: THD% 

. 

 

 

 

Type of current 

controller 
Load THD%  Source THD%  PQ before PQ after Vdc 

α=00 

SPWM 25.79 25.8 25.79 1.6 1.6 1.61 10.22 KW, 1.56 KVAR 10.27 KW, 4.97 VAR 855.3 

HCC (h=0.9) 25.76 25.76 25.76 1.57 1.59 1.64 10.23 KW, 1.55 KVAR 10.27 KW, 7.1 VAR 851.3 

AHCC 25.78 25.78 25.78 1.49 1.51 1.48 10.22 KW, 1.55 KVAR  10.27 KW, 1.29 VAR 851.6 

α=300 

SPWM 29.99 30.02 30.01 2.92 2.95 2.96 8.51 KW, 4.01 KVAR  8.54 KW, 7.9 VAR 856.7 

HCC (h=0.9) 30.00 30.02 30.01 2.71 2.86 2.84 8.504 KW, 4.00 KVAR  8.54 KW, 9.33 VAR  852.3 

AHCC 30.00 30.03 30.01 2.79 2.83 2.77 8.5 KW, 4.00 KVAR  8.54 KW, 3.4 VAR 853.2 

0.287+j0.06431 

433V VS 

    Fig.6.Parametric diagram on L.V. side 

RL XL

Load 
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Fig.7.b.THD of source current without APF 

 

Fig.7.c.Source current with APF 

 

Fig.7.d.THD of source current with APF 

 

Fig.7.e.Compensating current 

 

Fig.7.f. Capacitor voltage superimposed to its reference 

V. CONCLUSION  

 An AHCC has been implemented for three phase 

shunt active power filter. The instantaneous power 

theory is used to extract the reference currents from the 

distorted line currents. This facilitates enhancement of 

power quality through reactive  power compensation 

and harmonics suppression due to nonlinear load. The 

results obtained indicate that DC-capacitor voltage and 

the harmonic current can be controlled easily for various 

load conditions. The performance of the AHCC, fixed 

HCC and ramp controller technique shunt active power 

filter are verified and compared with the simulation 

results. The THD of the source current after 

compensation is 1.49% which is less than 5%, the 

harmonic limit imposed by the IEEE-519 standard. 

REFERENCES 

[1] H. Akagi, “New Trends in Active Filters for 

power conditioning”, IEEE Tran. On Industry 

applications, Vol 32, No 6, Nov./Dec. 1996. 

[2] A book on .” Uninterruptible power supplies and 

Active filters”, Ali Emadi, Abdolhosein Nasiri 

and S. Bekiarov, CRC Press. 

[3] H. Akagi,” Modern active filters and traditional 

passive filters,” Bulletin of the polish academy of 

science, Vol. 54, No. 3, 2006. 

[4] Z. Peng, H. Akagi and A. Nabae, “A Novel 

Harmonic Power Filter,” IEEE Power Electronics 

Specialists Conference RECORD, pp. 1151-1159, 

1988. 

[5] H. Akagi, Y. Kanazawa and A. 

Nabae,”Instantaneous Reactive Power 

Compensators Comprising Switching Devices 

without Energy Storage Components,” IEEE 

Transactions on Industry Applications, Vol. IA-

20, No. 3, pp.  625-630, 1984. 

[6]  Bhattacharya S., Divan, and B. Benejee, 

“Synchronous Reference Frame Harmonic 

Isolator Using Series Active Filter”, 4th European 

Power Electronic Conf., Florence, Vol. 3, 

(1991):pp. 30-35. 

[7]  Saetieo S, Devaraj R, Tomey D. The design and 

implementation of a three phase active power 

filter based on sliding mode control. IEEE T Ind 

Appl 1995; 31:993_1000. 

[8]  Singh B, Al-Haddad K, Chandra A. Active 

power filter with sliding mode control. In: Proc 

Inst Elect Eng, Generation Transm Distrib; 1997, 

vol. 144. p. 564_8. 

[9]  Rastogi M, Mohan N, Edris A. Hybrid-active 

power filtering of harmonic currents in power 

systems. IEEE T Power Del 1995; 10(3): 

1994_2000. 

[10]  Bhattacharya S, Veliman A, Divan A, Lorenz R. 

Flux based active power filter controller. In: Proc 



 Active Power Filter with advanced Current Controller  Technique for Power Quality Improvement     

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

154 
 

IEEE-IAS Annual Meeting Record; 1995. p. 

2483_91. 

[11] Jou H. Performance compression of the three-

phase active power filters algorithms. In: Proc. 

Inst. Elect. Eng., Generation Transm. Distrib;  

1995, vol. 142. p. 646_52. 

[12] Dixon J, Garcia J, Moran I. Control system for 

three-phase active power filters which 

simultaneously compensates power factor and 

unbalanced loads. IEEE T Ind Electron 1995; 

42(6):636_ 41. 

[13]  “Simulation and reliability analysis of shunt 

active power filter based on instantaneous 

reactive power theory”, CUI Yu-long1, LIU 

Hong, WANG Jing-qin, SUN Shu-guang, Journal 

of Zhejiang University SCIENCE an ISSN ,2007. 

[14]  H. Akagi, A. Nabae and S. Atoh, “Control 

Strategy of Active Power Filters Using Multiple 

Voltage Source PWM Converters,” IEEE 

Transactions on Industry Applications, Vol. IA-

22, No. 3, pp. 460- 465, 1986. 

[15] Kale M. and Ozdemir E. “A Novel Adaptive 

Hysteresis Band Current Controller for Shunt 

Active Power Filter” IEEE 2003. 

[16] Bose B.K., “An Adaptive Hysteresis Band 

Current Control Technique of a Voltage Feed 

PWM Inverter for Machine Drive System,” IEEE 

Transact ion on Industrial Electronics, vol.37 

no:5 , pp.402-406, October 1990. 

 

 

 



 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

155 
 

 

An Improved Speech Enhancement Algorithm Based on Spectral  

Subtraction with Tapering Method for Non-Stationary  

Noise Environments 
 

 
 

Riyaz.G , Rohini S.Hallikar & Dr.B.S.Kariyappa 

R.V.College of Engineering, Bangalore,India 

E-mail : mohammadriyaz.g@gmail.com rohinish@rvce.edu.in 

 
Abstract - One of the major noise type that is degrading the efficiency of most of the speech communication systems today is non 

stationary noise. Conventional spectral subtraction algorithms perform well in stationary noise environments but not in non 

stationary environments. In this paper we proposed an algorithm which is the combination of both spectral subtraction algorithm and 

tapering. That is output of Log Spectral Minimization (LSM) algorithm will be given to the tapering algorithm for better 

improvement in speech signal quality. LSM accounts non stationary noise, along with stationary noise. In the LSM algorithm auto-

regressive modeling has been used for codebook construction then log spectral distortion is calculated to search the codebook for 

speech and noise spectrum estimates. These estimated speech and noise spectrums are subtracted from the noisy signal to get the 

enhanced speech signal. LSM can adapt to varying levels of noise even while speech is present. Resultant signal from LSM is again 

fed to the tapering method to get clean enhanced signal. Tapering method has variance properties for power spectrum estimation. 

The proposed algorithm offers both noise adaptability and good variance properties for power spectrum estimation .Looking at the 

above advantages of LSM and tapering algorithms, theoretically a combination of LSM with tapering should perform better 

compared to LSM and tapering alone. Simulation results show that the proposed algorithm is superior to conventional algorithms. 

  

Keywords- non stationary noise, speech enhancement, auto regressive modeling, log spectral distortion, tapering, spectral 

subtraction. 

 
I. INTRODUCTION  

 Speech is one of the most prominent and primary 

modes of interaction between human-to-human and 

human-to-machine communication in various fields. 

The present day speech communication systems are 

severely degraded due to various types of unwanted 

random sound which make the listening task difficult for 

a direct listener and cause inaccurate transfer of 

information [1] .Two types of common noise that are 

badly affecting the speech communication systems are 

stationary noise and non-stationary noise. There won’t 

be many changes or sudden changes in the stationary 

noise spectrum overtime, where as non-stationary noise 

contains rapid or large changes in the spectrum over 

time. Speech enhancement is the method of removing or 

reducing noise to improve perceptual aspects of noisy 

speech (i.e. Quality and Intelligibility).Current speech 

enhancement algorithms are capable to estimate the 

stationary noise but they could not estimate the non-

stationary noise. Most of the enhancement algorithms 

are having a speech processing stage called noise 

estimation which is important to remove the noise from 

noisy speech [2].But the current algorithms are failing to 

perform in non stationary noise as they do not have the 

proper back ground noise estimation. 

      Spectral subtraction, one of the best known speech 

enhancement which is computationally simple and can 

effectively remove the background noise from the noisy 

speech as it involves a single forward and inverse 

transform [3]. A number of improved methods for 

separating broad–band signals based on spectrum 

subtraction have been proposed. An improved version of 

Spectral Subtraction (SS) algorithm was published in [4] 

to minimize the annoying noise. This method uses two 

additional parameters namely, over-subtraction factor, 

and spectral floor parameter. The function of over-

subtraction factor is to control the amount of noise 

power spectrum subtracted from the noisy speech power 

spectrum. And the introduction of spectral floor 

parameter prevents the spectral components of the 

resultant spectrum to fall below a preset minimum level 

rather than setting to zero. This implementation assumes 

that the noise affects the speech spectrum uniformly and 

the performance of this scheme is restricted in the usage 

of fixed value of subtraction parameters, which are 

difficult for other real-world noise.  
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      In real-world environment, the noise spectrum is 

non-uniform over the entire spectrum. To take into 

account the fact that colored noise affects the speech 

spectrum differently at different frequencies, a multi-

band linear frequency spacing approach to spectral over-

subtraction [4] was presented in [5]. In this algorithm, 

the noisy speech spectrum is divided into N non-

overlapping bands, and spectral subtraction is performed 

separately in each band. This algorithm re-adjusts the 

over-subtraction factor in each band. As the real-world 

noise is highly random in nature. So improvement in the 

multiband spectral subtraction algorithm for reduction 

of White Gaussian Noise (WGN) is required. 

      In this paper, we propose a new spectral subtractive 

algorithm in which speech and noise spectrum are 

estimated based on log spectral minimization. In this 

algorithm Auto-Regressive (AR) modeling has been 

used to get the smooth spectrums of speech and noise. 

Codebook of speech and noise are generated using AR 

modeling. Then noise and speech spectrums are 

reconstructed by searching the code book. The estimated 

spectrums are subtracted from the noisy speech signal to 

get the enhanced speech. This enhanced speech is given 

to the tapering method for clean enhanced speech signal. 

The remaining part of the paper is organized as follows. 

Section 2 Present details about Log Spectral 

Minimization (LSM). Section 3 describes the Tapering 

algorithm along with LSM algorithm. Results 

comparing with LSM and Tapering are given in Section 

4. Section 5 gives the conclusion drawn from this study. 

II. LOG SPECTRAL MINIMIZATION(LSM) 

ALGORITHM 

1.1 CONVENTIONAL ALGORITHM 

 The noisy signal can be modeled as a sum of the 

clean speech and the noise signal [6, 7] as 

     , 0,1 … . . , 1          (1) 

Where n is the discrete time index, and N is the number 

of samples in a frame. Also  ,     are 

the sample of the discrete-time signal of noisy 

speech, clean speech and random noise reactively.  

Although speech is non-stationary in nature whose 

spectral properties vary in time, usually the short-time 

Fourier transform (STFT) is used to divide the speech 

signal in small frames for further processing. Now 

representing the STFT of the time  windowed signals by  ,  , and   (1) can be written as 

                         (2) 

Where  is the discrete frequency index of the frame.  

From the above expression (2), the spectral magnitude 

of noisy speech can be written as  

| | | | | |                             (3) 

To obtain the short time spectrum of noisy speech signal 

 will be multiplied by its complex conjugate 

 . Then equation (3) can be written as  | | | | | |                       (4) 

It is desired to choose   that will minimize the 

error | |                             (5) | | | |      (6) 

Expression (6) can be minimized by choosing | |                          (7) 

Where the short time spectrum of is estimated 

speech and   is the average noise power which 

normally estimated updated at every speech frame. In 

this method, the subtraction process needs to be done 

carefully to avoid any speech distortion. The spectra 

obtained after subtraction process may contain some 

negative values due to inaccurate estimation of the noise 

spectrum. Half wave rectifier is frequently used in 

spectral subtraction algorithm due to its superior noise 

suppression capability. Thus, the complete algorithm is 

given by | |   if | |                                                                                       

  = 0                            else                                        (8) 

  

 The enhanced speech is reconstructed by taking the 

inverse Short Time Fourier Transform (ISTFT) of the 

enhanced spectrum using the phase of the noisy speech  

as given below 

 ̂ . exp                  (9) 

 Expression (9) gives the enhanced speech signal. 

The block diagram of this conventional algorithm is 

shown in the fig1. 

 

Figure 1.Conventional Enhancement Algorithm 
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1.2 LSM ALGORITHM 

 This algorithm consists of 3 stages i.e. Codebook 

construction stage, spectrum estimation stage and 

spectrum subtraction stage.  

2.2.1 Code Book Construction Stage: 

 In this stage clean speech corpus signals and noise 

corpus signals are considered. These signals are trained 

using AR modeling and AR coefficients are stored in 

codebooks. 

2.2.1.1 AR modeling of speech and noise corpus 

      In statistics and signal processing, an auto regressive 

(AR) model is a type of random process which is often 

used to model and predict various types of natural 

phenomena. The autoregressive model is one of a group 

of linear prediction formulas that attempt to predict an 

output of a system based on the previous outputs. The 

training of speech codebook and noisy codebook is 

based on AR model, using the smooth spectral to 

approximate the noisy signal. It is defined as 1 2 …                                                                                           (10) 

Where  is output signal, ε (n) is white noise with 

variance and mean zero and ( , , … … , ) are 

the parameters of the process. The coefficients in the 

expression (10) can be evaluated using Yule-Walker 

method. Fig 2 shows the clean speech before and after 

AR modeling for 3 AR coefficients 

 After the estimating the coefficients, we can 

construct the code book entities using the expression | |1 … … .                                                                     
      (11) 

2.2.2 Spectrum Estimation Stage 

 Spectrum estimation stage can be further divided in 

to 2 stages i.e. Variance Estimation stage and Codebook 

Searching Stage. 

 

 

Fig2 (a) FFT Spectrum (b) AR Modeled spectrum 

2.2.2.1Variance Estimation Stage 

After the codebook generation stage the variance of 

clean speech signal and noise signal are calculated for 

each combination of frames using  

| |    | | | |
| | | | | |

| |
| |    

=   (12) 

 Where  and are the variance and 

codebook of noisy speech respectively. 

2.2.2.2 Code Book Searching Stage 

 After estimating the variance from above stage, we 

will calculate for log-spectral distance for every 

combination of clean speech and noise signal frames 

using ln | | | | ln                  

(13) 

The combination which gives minimum  is used to 

estimate the noise and speech spectrums using the 

expressions 

   | |            | |         (14) 

 The same method is repeated for every combination 

of variance obtained from above stage for each frame 

combination of speech and noise. 

2.2.3 Spectral Subtraction Stage 

 Speech and noise spectrums that are estimated in the 

above stage are used to subtract from the noisy speech 

spectrum which is obtained by applying Short Time 

Fourier Transform (STFT) .The spectral subtraction is 

carried as follows 

 | |          (15)                   1 | || | .  

Where  1 | || |                        (16) 

 Where  and  are the noisy speech 

spectrum and enhanced speech spectrum respectively, 

 and  are the best speech and noisy entry choose 

from codebooks by log spectral minimization. After 

obtaining the value of   , time domain signal can be 

obtained as below ̂ | ̂ |. exp                 (17) 
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Where  and   is the enhanced speech signal, is 

the phase information of noisy speech signal. 

III. LSM ALGORITHM WITH TAPERING 

ALGORITHM 

  The multi taper method shows good bias and 

variance properties for power spectrum estimation. 

Direct spectrum estimation based on Hamming 

windowing is the most often used power spectrum 

estimation method for speech enhancement[8]. 

Windowing does reduce bias but not the variance of the 

spectral estimate. The idea behind the multi taper 

spectrum estimator   is to reduce this variance by 

computing a small number of L direct spectrum 

estimators each with a different taper, and then average 

the L spectral estimates. The multi taper spectrum 

estimator is given by 

 ∑ ∑ (18) 

 

  Where N is the taper length and � (t) is the k-th 

data taper used for the spectral estimate. The tapers � 

(t) are chosen to be orthonormal. One of the orthogonal 

families of tapers is the sine tapers given by  sin        1, … … . .     (19) 

 For the further smoothing of spectrum wavelet 

thresholding can be used. The underlying idea behind 

these techniques is to represent the estimated log spectra 

as a signal plus noise, where the signal is the true log 

spectrum and noise is the estimation error. If the noise is 

Gaussian, then standard wavelet denoising techniques 

can be used to eliminate the noise and obtain better 

spectral estimates. Speech enhancement is done using 

this thresholding technique. 

 The block diagram of proposed algorithm is shown 

in below figure 3.Noisy signal that is given to the LSM 

algorithm will be modelled with AR modelling 

technique. The speech and noise estimates are 

determined using log spectral 

 

 

Fig 3. Block diagram of LSM with Tapering algorithm 

 

distortion of noisy entities with clean speech corpus 

entities and noise  corpus   entities according to equation 

(13).These estimates are subtracted from the noisy 

speech spectrum to get the enhanced signal.  Enhanced 

signal that is obtained in the LSM algorithm is fed to the 

Taper technique for further smoothing of the signal for 

better SNR of speech signal.  

 

IV. EXPERIMENTAL RESULTS 

 To evaluate the proposed algorithm, we have 

considered clean speech signal of  letters  “y”,”b” is 

shown in figure 4.a. Noise signals babble,F16,M109 are 

taken from NOISEX-92 Corpus. Speech signals and 

noise signals are sampled at 8kHz and STFT are 

computed with a 30ms rectangular Window without 

overlapping. We created databases of noisy signals with 

different noise types. For our work we choose noise 

types F16, Babble, m109. Signals were processed using 

the LSM algorithm and Tapering algorithms separately, 

and another  in processing was the proposed method, 

which used a combination of LSM with Tapering 

algorithm. In this method the output of LSM algorithm 

is given to the tapering method. 

 For subjective evaluation of the algorithms we have 

considered   Overall SNR. Overall SNR of an enhanced 

signal can be given by 10 10 ∑∑                (20) 

 

Table1.SNR values for above given algorithms 
Algorithm Noise SNR=-5 SNR=0 SNR=5 SNR=10 

LSM F16 1.9453 3.6366 7.6441 7.7450 

Tapering F16 2.7052 4.3716 7.8334 7.9994 

LSM with 

tapering 
F16 3.5139 5.7152 8.1715 9.4241 

      

LSM M109 2.4329 3.8106 5.5749 7.4289 

Tapering M109 2.8943 4.0165 6.7615 8.1965 

LSM with 

tapering 
M109 3.5205 5.3217 7.3051 8.8608 

      

LSM Babble 2.4236 4.2717 6.3097 8.1068 

Tapering Babble 3.4114 5.4145 7.0126 8.4064 

LSM with 

tapering 
Babble 3.8683 6.1622 8.1519 9.4029 

 

 Where c(t) is the clean speech, e(t) is the enhanced 

speech .This SNR is calculated for LSM, Tapering  and 

LSM followed by Tapering. These overall SNR values 

are given in the table 1. 
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 The clean speech signal shown in figure 4.a is 

added with above taken noise types at different SNR 

levels as shown in table 1.The figure 4.b shows the 

signal added with babble noise at -5 dB SNR. Then 

output signals of LSM, Tapering  and LSM with 

tapering methods are shown in figures 4.c ,4.d and 4.e 

respectively. And the respective spectrograms are shown 

in figure 5. 

  

 
Fig 4.a Clean speech of letters “y”,”b” 

 

 
Fig 4.b Noisy speech of letters “y” ,”b” 

 

 
Fig 4.c Enhanced speech after LSM algorithm alone 

 

 
Fig 4.d Enhanced speech after Tapering algorithm alone 

 

 
Fig 4.e Enhanced speech after LSM with tapering technique 

 

 
 

Figure 5.a  Clean speech 

 

 
Fig 5.bNoisy signal 

 

 

 
Fig 5.c Enhanced signal after LSM algorithm 

 

 
Fig 5.d Enhanced speech after Tapering alone 

 

 

 
Fig 5.e Enhanced speech after LSM with tapering 

technique 

 

V. CONCLUSION 

 The proposed algorithm can be used in a realistic 

environment where  the background noise is due to  non 
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stationary environments. Referring the results of the 

table 1, the proposed  method shows an improved 

performance compared to conventional methods. 

Proposed algorithm shows 29% SNR improvement 

compared with tapering method in case of F16 noise 

environment with -5dB SNR and  44% SNR 

improvement compared with LSM algorithm in case of 

Babble noise environment with 0dB SNR . 
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Abstract - The search for alternative methods of breast cancer detection that is more accurate and less harmful has led to the 

possibility of using microwaves. Electromagnetic (EM) simulations of normal and abnormal breasts indicate that the absorption loss 

for a cancerous breast is higher than a normal breast and this can be used to detect breast cancer. This paper presents a novel method 

for detecting a tumor by illuminating the breast with an ultra wideband signal of 3.3 to 8.2 GHz and identifying the coordinates of 

maximum value of specific absorption rate (SAR).  Results show that at 4 GHz these coordinates could detect a 5 mm tumor at five 

different positions within the breast and the same was obtained on increasing the size of the breast. Also, as the mass of the normal 

breast increases the absorption loss values increase. 

 

Keywords-component; Specific absorption rate (SAR); ultrawideband (UWB); microwave detection; breast cancer.  

 
I. INTRODUCTION  

 Breast cancer is a matter of high concern to women 

in recent days. Its early detection is the best way to 

combat it and increase survival rates. The method 

widely in use for the detection of breast cancer is x-ray 

mammography and while it produces good quality 

images at low doses of radiation it has been shown to 

have particular limitations significantly a number of 

false negative [1] and positive diagnosis [2]. It can be 

used only for women above the age of 40. Further, it is 

uncomfortable and the breast has to be repositioned for 

different views. Other modalities have been less 

successful in the detection of breast cancer. For 

example, ultrasound can only image dense breast tissues 

to detect if a tumor is a fluid filled cyst or solid mass but 

cannot image areas deep inside the breast. Magnetic 

resonance imaging (MRI) is excellent at imaging around 

breast implants but it is expensive. 

 A search for alternative low cost technique to detect 

breast cancer at its early stage has led to the possibility 

of using microwaves as it is noninvasive, avoids 

exposure to ionizing radiation and does not require 

compression of the breast. This technology depends on 

the detectable intrinsic contrast in dielectric properties 

of a tumor and its surrounding normal breast tissue at 

microwave frequencies [3]. Since this contrast is present 

at the early stages of development of the tumor, it is 

highly suitable for diagnosis of breast cancer at the 

starting stages. 

 Microwave imaging aims to reconstruct an image of 

the breast by mainly using two different approaches 

microwave tomography [4] and radar based imaging [5]. 

Microwave detection deals with determining if a tumor 

is present in a breast. Yusoff et al. [6] characterized the 

absorption loss of heterogeneous normal and tumor 

affected tissues using ultra wideband signals. Their 

results show that as the frequency increases, the 

absorption loss increases and this varies with change in 

electrical properties. Elsewe [7] introduced the idea of 

using electromagnetic (EM) absorption loss for 

detecting breast cancer. Their simulations show that at 

915 MHz the absorption loss for an infected breast is 

higher than that of the normal breast and is least affected 

by tumor location. Also, this frequency had the best 

linear curve fit and resolution. 

 Specific absorption rate (SAR) is the rate at which 

energy is absorbed in a body tissue and has the unit 

W/Kg [8]. In the following section, we demonstrate the 

feasibility of using the coordinates of the maximum 

value of SAR for detecting the location of tumors inside 

the breast of different sizes. The absorption loss between 

a normal breast and tumor infected breast is determined 

and compared. The absorption values for different tumor 

locations at different frequencies are also analyzed. 

II. MODELS 

A. System Configuration 

 The EM model is created using CST microwave 

studio which is a specialized tool for simulation of high 

frequency problems. It consists of a breast phantom and 

an ultra wideband antenna placed below the phantom as 

illustrated in figure 1. The breast is modeled in the prone 

position as a hemi-sphere of homogeneous breast tissue 

of variable radii 50 and 60 mm. The skin layer is not 

included to decrease the complexity of the model and to 

reduce the simulation run time. A 5 mm tumor is 

embedded into the breast model at 6 different locations 
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to study its effect on absorption loss. The density of the 

breast is 928 kg/m3 and that of the tumor is 1041 kg/m3 

[9].The frequency dependence of the dielectric constant 

and conductivity over the entire bandwidth was 

incorporated in the model using the first order Debye 

dispersion [10]. The Debye parameters selected 

according to the published data for normal (εs=10, 

ε∞=54, σs=7ps) and malignant (εs=54, ε∞=4, σs=7ps) 

tissue. 

 

 

 

 

 

 

 

Figure 1.  Breast Model. 

B. Antenna Model 

 A wide slot antenna was placed 5 mm away from 

the breast to allow for good penetration. One side of the 

substrate consists of a rectangular slot set in a ground 

plane of size 56 mm by 57 mm. On the other side a 50 

Ohms micro strip feed line with a fork-shaped tuning 

stub is placed symmetrically with respect to the center 

line of the wide slot. This fork feed increases the 

operational bandwidth [11]. The height of the dielectric 

substrate is 0.82 mm and its relative permittivity is 3.38. 

The antenna is excited with a Gaussian pulse and the 

simulated return loss of the wide slot antenna is below -

10 dB between 3.3 GHz and 8.2 GHz as shown in figure 

3. The input power to the antenna is 1Watt rms.  

 

Figure 2.  Wide slot antenna geometry (not to scale). 

 

 

 

 

 

 

 

 

 

Figure-3 Simulated S11 characteristics of the wide slot 

antenna. 

C. Specific Absorption Rate 

 The absorption loss is derived from Specific 

Absorption Rate. The Specific Absorption Rate (SAR) 

is defined as the time derivative of the incremental 

energy (dW) absorbed by an incremental mass (dm) 

contained in a volume element (dV) of a given mass 

density (ρ). It is expressed as [12] 

SAR =  = (                        1  

 As specified by IEEE C95.3 standard the typical 

local SAR value is averaged in 1 g tissue mass. The 

normal breast model of radius 50 mm has a tissue mass 

of 0.242952 kg and the same breast model with a 5 mm 

tumor has a tissue mass of 0.243012 kg. For a 60 mm 

radius the normal breast model has a tissue mass of 

0.419822 kg and the abnormal breast has a tissue mass 

of 0.419881 kg. The total absorbed power in these 

models is calculated using the following equation 

P abs = SAR total × Tissue mass  (2) 

III. RESULTS AND DISCUSSIONS 

 Table I and II summarizes the values and 

coordinates of total SAR and maximum SAR obtained 

using equation (1) in a normal and abnormal breast 

respectively. It is observed that both the total and 

maximum SAR values are higher in the tumor affected 

breast compared to the normal breast. It is observed that 

the coordinates of maximum value of SAR point to the 

position of the tumor within the tumor affected breast. 

This indicates that the maximum local SAR distributions 

occur in the tumor whereas in the normal breast the 

coordinates of maximum value of SAR point to 

locations close to the breast surface indicating that the 

maximum local SAR distributions occur in the breast 

layer close to the antenna. 
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TABLE -1 VALUES AND COORDINATES OF 1-G 

AVERAGED LOCAL SAR IN NORMAL BREAST 

MODEL TYPE STYLES 
Frequency 

(GHz) 

Total 

SAR 

(W/Kg) 

Max 

SAR 

(W/Kg) 

Max at x,y,z 

(mm) 

4 2.02216 16.4851 -0.46, -29.32, 1.22 

5 1.90832 17.7831 -0.46, -44.71, 8.88

6 1.78657 23.1156 -0.465, -44.71, 8.88 

7 1.67803 24.5803 -0.465, -44.71, 6.94 

8 1.55828 27.9862 -0.465, -44.71, 5.98

TABLE –II VALUES AND COORDINATES OF 1-G 

AVERAGED LOCAL SAR IN  BREAST MODEL 

WITH TUMOR 
Frequency 

(GHz) 

Total 

SAR 

(W/Kg) 

Max 

SAR 

(W/Kg) 

Max at x,y,z 

(mm) 

4 2.17212 64.2304 0.23, -25.20, 0.203 

5 1.9835 39.2782 0.23, -25.20, 0.20 

6 1.80413 38.1918 -0.23, -25.20, 0.61 

7 1.68272 26.4515 0.23, -25.20, 0.61 

8 1.56872 27.9589 -0.23, -44.69, 5.33 

 From the total SAR values the absorption loss is 

calculated using equation (2). Figure 4 compares the 

absorption loss between the normal and abnormal breast 

model. As the frequency increases, the penetration depth 

decreases and thus less power is absorbed. This is 

indicated by the decrease in SAR values and absorption 

loss in both the models. At 4 GHz the maximum 

variation between the two models is 0.31 dB due to the 

presence of a 5 mm tumor. If an accepted range of 

values for absorption loss is determined in a normal 

breast. Any deviation from these values will help us in 

determining that a tumor is present in the breast. No 

attempt to determine this range is made here.  

 

 

 

 

 

 

 

 

 

 

 

Figure -3 Comparison of absorption loss in normal and 

abnormal breast. 

 Table III summarizes the coordinates of the 

maximum value of SAR when the tumor is placed inside 

the breast at six different locations. Out of the six, 5 

locations of the tumor were detected successfully. On 

changing the size of the breast to 60 mm, it was 

observed that the coordinates of the maximum value of 

SAR was still able to detect the location of the tumor. 

This is shown in table IV. Thus, by first establishing that 

an abnormality is present we can then try to identify the 

location of the tumor. 

TABLE – III DETECTION OF A 5MM TUMOR 

LOCATED IN A 50MM BREAST MODEL AT 4 GHZ 
Actual position of 

tumor at x,y,z  

(mm) 

 

Detected position of tumor at 

x,y,z (mm) 

0,-25,0 0.2325, -25.2083, 0.20375 

0,-10,0 0.2325, -8.54167, -0.208333 

-5,-40,5 -4.73611, -38.9583, 4.78938 

20,-15,-15 19.7917, -14.375, -14.375 

-15,-35,20 -14.375, -35.2083, 18.9583 

-20,-30,0 -0.465, -28.5417, 1.42625 

TABLE – IV DETECTION OF A 5MM TUMOR 

LOCATED IN A 60MM BREAST MODEL AT 4 GHZ 
Actual position of 

tumor at x,y,z  

(mm) 

 

Detected position of tumor at 

x,y,z 

(mm) 

0,-30,0 -0.2325, -29.7917, 0.20375 

0,-10,0 0.2325, -8.54167, -0.208333 

-5,-50,5 -5.1875, -50.2083, 4.36812 

20,-15,-15 -0.465, -50.891, 9.84667 

-15,-35,20 -14.7917, -33.9583, 19.375 

-20,-30,0 -19.7917, -29.7917, -0.208333 

 Figure 5 compares the absorption loss between a 

breast of 50 mm and 60 mm radius. It is observed that 

when the size of the breast increases the absorption loss 

also increases for different frequencies. This shows that 

a different range of values is to be established for 

different breast masses. 

 

 

 

 

 

 

 

 

omparison of absorption loss in radii of 50 and 60 mm 
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 Table V summarizes the absorption loss values for 

5 different tumor locations at five different frequencies. 

The standard deviation of absorption loss was found to 

be lowest at 8 GHz indicating that it was the least 

affected by tumor location. However, the standard 

deviation of absorption loss was highest at 4 GHz 

indicating that it was dependent on the tumor locations. 

Thus, this was the best frequency for detecting the 

tumor among the five frequencies. 

TABLE –V ABSORPTION LOSS FOR DIFFERENT 

TUMOR LOCATIONS IN THE 50MM BREAST 

MODEL AT DIFFERENT FREQUENCIES 
Tumor 

Location at 

x,y,z 

(mm) 

4GHz 5GHz 6GHz 7GHz 8GHz 

0,-25,0 0.5278 0.4820 0.4384 0.4089 0.3812 

0,-10,0 0.5117 0.4854 0.4375 0.4125 0.3806 

-5,-40,5 0.4964 0.5003 0.4516 0.4193 0.3758 

20,-15,-15 0.4847 0.4623 0.4322 0.4057 0.3765 

-15,-35,20 0.4963 0.4738 0.4399 0.4097 0.3782 

-20,-30,0 0.4924 0.4659 0.4336 0.4070 0.3757 

Standard 

deviation 

0.0156 0.0140 0.0069 0.0049 0.0024 

CONCLUSION 

 The above simulated data clearly shows that the 

SAR and the absorption loss values are higher in a 

cancerous breast and these values increase as the mass 

of the breast increases. At 4 GHz, the penetration depth 

was the maximum and its absorption loss was location 

dependent. The coordinates for maximum value of SAR 

can be used as an indication for locating a tumor as it 

was able to detect 5 out of the 6 positions on changing 

the tumor location. The same was found on increasing 

the breast diameter. All these indicate a possibility of 

using EM absorption loss for detecting breast tumors. 

Future work is needed to develop realistic breast models 

and expand this method by determining an acceptable 

range of absorption values for normal breast tissues. 
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Abstract - Most of the car drivers used the reverse radar orareverse camera to detect the road situation behind the vehicle when it is 

engaged in reverse gear. As a matter of fact, the pedestrians can virtually know if the vehicle is backing up or not only by seeing the 

permanent bright reverse lamps. And as there is not much change with the reverse lamp to be seen, therefore their warning function 

for pedestrians seems to be still insufficient eventually. Not only the warning feature of the reverse lamps is virtually not sufficient 

but their function will be influenced owing to the different installation positions. Hence we propose the new technology to overcome 

this issue. 

 
I. INTRODUCTION  

 There are several car back-up warning systems 

which are currently used in the market at present such as 

reverse radar, reverse camera, and reverse alarm audio 

system, etc. and the function of the reverse radar is used 

to remind the driver of the distance behind the driving 

vehicle and the obstacle while the reverse camera is 

used to let the driver see the situation behind the driving 

vehicle without needing to turn around driver’s head. 

Apparently, either of them is used for driver’s purpose 

only. There is nothing to do with the pedestrians. As the 

pedestrians can only know if the vehicle is in reverse 

gear or not only by seeing the permanent bright reverse 

lamps. And it is very difficult for them to know the 

actual situation well. This research tries to design a set 

of embedded intelligent car backup warning system so 

as to promote the safety of the walkers or the other 

drivers on the road.   By using microcontroller to 

transform the signal from the ultrasonic sensor and LDR 

sensors. And the angle of the LED reverse lamp bracket 

is adjusted and driven automatically according to the 

results of this logic deduction eventually. 

 This research tries to do the test by using a mobile 

frame in the same height as a real automobile. 

Installation angle will be changed correspondently with 

the distance between test mobile frame and obstacle and 

being declined automatically from 90 degree to 0 

degree. Apparently, from the test results, it has been 

proven that this system can reach the goal of 

automatically controlled car back-up warning function 

truly. 

Block diagram 

 

Working 

 In this circuit we are using the LDR for time 

sensing purpose,whether the time is day or night.So the 

LDR will sense the time, if it is night when the car is get 

reversed the ultrasonic sensor will sense the obstacles 

which are the behind the vehicle and it will rotate the 

LED lamp with motor according to the distance. If  it is 

low distance it will rotate the lamp with that much angle 

it will flash the light on humans and alert the 

pedestrients. so the pedestrian come to know that the 

vehicle is coming behind so he can get alert.so it can 

alert the driver by using the buzzer and the obstacle 

information also displayed on LCD display.If the 

obstacle is very nearer to the car then Break will be 



 Design and Implementation of Embedded Control Warning System for Vehicle Reversing      

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

166 
 

applied,so that the speed of the car is decreases and 

automatic break also perfomed.  

Results  

 

Output obtained while executing the program developed 

by using keil software 

Advantages 

 Automatic vehicle control 

The vehicle is automatically stops when it detects the 

obstacle is very nearer. 

 Fast response 

The sensors senses the obstacle very fastly. 

 High reliable 

 System will be stable for a long time 

The sensors senses the obstacle continuously and gives 

the distance between the vehicle and obstacle.  

Applications 

 

 

 

Future Scope 

 In future the extention of our project is an 

autonomous car which is in research. 

 An autonomous car, also known as robotic or 

informally as driverless, is an autonomous vehicle 

capable of fulfilling the human transportation 

capabilities of a traditional car. As an autonomous 

vehicle, it is capable of sensing its environment and 

navigating on its own. A human may choose a 

destination, but is not required to perform any 

mechanical operation of the vehicle. 

 Autonomous cars are not in widespread use, but 

their introduction could produce several direct 

advantages: 

• Fewer crashes, due to the autonomous system's 

increased reliability compared to human drivers 

• Increased roadway capacity due to reduced need of 

safety gaps and the ability to better manage traffic 

flow.  

• Relief of vehicle occupants from driving and 

navigation chores.  

• Removal of constraints on occupant's state - it 

would not matter if the occupants were too young, 

too old or if their frame of mind were not suitable to 

drive a traditional car. Furthermore, disabilities 

would no longer matter.  

• Elimination of redundant passengers - humans are 

not required to take the car anywhere, as the robotic 

car can drive empty to wherever it is required.  

• Alleviation of parking scarcity as cars could drop 

off passengers, park far away where space is not 

scarce, and return as needed to pick up passengers. 

 Indirect advantages are anticipated as well. 

Adoption of robotic cars could reduce the number of 

vehicles worldwide, reduce the amount of space 

required for vehicle parking, and reduce the need for 

traffic police and vehicle insurance. 

 Autonomous vehicles sense the world with such 

techniques as laser, radar, lidar, GPS and computer 

vision. Advanced control systems interpret the 

information to identify appropriate navigation paths, as 

well as obstacles and relevant signage. Autonomous 

vehicles typically update their maps based on sensory 

input, such that they can navigate through uncharted 

environments. 
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Abstract - This paper presents the design and development of an online monitoring system that collects data over time or distance 

with a built-in instrument or sensors. Currently, an online data collection system (Vehicle Data logger) from general vehicle is not 

available in the market. Only the vehicles’ manufacturers have the tool to access the engine ECU to monitor the vehicle’s data. 

Current available automotives meter are display an estimated but inaccurate speed, engine revolution, fuel and temperature data.  

This paper developed to record the speed of vehicle, engine revolution (rpm), engine temperature, fuel volume and distance 

parameters. The software design of ASIC has been developed to implement a sophisticated data viewing methods. The program 

utilized new framework based on track segmenting to better organize data, instantly provides summaries of segment data and 

attempts to better display the driving performance. The characteristic of fuel sender (to determine fuel volume in Litre) and 

temperature sender (to determine engine temperature in Celsius) is downloaded to FPGA. All the recorded information are saved in 

Application IC chip(8051 IC), which can be reset after load the information to the (personal computer) PC using UART 

communication. All the measurements were carried out on selected road track as the field test of total trips about 3 kilometers.  

 

 Keywords – V-models, Data Logger, Bench Test, Vehicle Test, ASIC model. 

 
I. INTRODUCTION  

 E.Larimore et al (2009) [2] present the 

identification and monitoring of automotive engines. 

The main objective is to extend and refine the nonlinear 

canonical variety analysis (NLCVA). The additional 

refinements are developed using general bases of non 

linear functions. The method of Leaps and Bounds with 

Akaike information criterion AIC are chosen. Delay 

estimation procedures are employed to consider the state 

order of the identified engine model and also reducing 

the number of estimated parameter that affects the 

identified model accuracy. The linear Gaussian system 

methods was applied to a 5.3L V8 engine to verify 

appropriate nonlinear basis functions, engine delay and 

decrease the model state from 16 to 7.  

 Herpel et al (2009) [3] exposed a straightforward 

methodology how to perform prototype measurements 

on automotive CAN ECU communication and how to 

derive valuable information about controller-specific 

startup behavior. Logging and accessing important 

aspects of data transmission is done in both the early 

phase of system design by mean of simulation or 

analytical evaluation of the in-car communication 

system, and in terms of measurements in real test cars 

by logging and analyzing communication data in 

prototype installation. The results from measurement 

data analysis show the comparison of CAN 

communication startup durations between the available 

ECU’s in the prototype CAR (German Car AUDI A6 

Limousine 3.2 TDI). The advantages of those methods 

are the high speed CAN with real time data logging.z 

 William Swihart and Jerry Woll, (1997) [6] have 

developed an integrated collision and vehicle 

information system for heavy machine. They have 

proposed a possible system integration path that would 

combine existing collision warning system (CWS) 

onboard computers (OBC) capability with next 

generation vehicle radar technology and emerging 

drowsy driver systems. The challenge to the systems 

integrator is to combine relevant data that provides 

utility to both the fleet operator and the driver without 

adding unnecessary system complexity and cost.  

II.  METHODOLOGY  

 The objective of this study is to measure and 

analyze parameters from the developed online 

monitoring system. The automotive online monitoring 

system is designed with microcontroller based for data 

logging purposes and requires no input from the driver 

of the vehicle. The automotive online monitoring system 

records a set of data for each journey made in the 

vehicle which is starts when the ignition is switched on 

and ends when the ignition is switched off. The V-

model is applied for the software development process 
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[8],[10]. The process steps are bent upwards after 

coding process to form the type V shape. 

A. Software Design and Development  

 The V-model demonstrates the relationships 

between each phase of the development life cycle and its 

linked phase of testing. The horizontal and vertical axes 

represents time or project completeness (left-to-right) 

and level of abstraction (coarsest-grain abstraction 

uppermost), respectively. The model is illustrated in 

Figure 1. On the left side of V-model. 

 

 

 

Fig1 V-model 

 

A. Software Testing Technique  

 The software testing technique is divided into two 

parts that are bench test for module and system test and 

vehicle test for real application test. The module test and 

system test are performed so that the error can be 

detected earlier and eliminated once the software 

development has finished. The module test will be 

performed at the module level development and system 

test will be performed at the system level development. 

The equipments used during the module and system test 

are oscilloscope, DC power supply, function generator 

and decade box. The test cases with the expected result 

are drafted before module and system test are 

performed.  Before the vehicle test is conducted, all of 

sensor inputs on the wire hardness are verified to ensure 

the sensor input is correct connected to the online 

monitoring box. Oscilloscope and multimeter are used 

for the sensor measurement. The data collection from 

the input sensors of the online monitoring box is done in 

real time. All the collecting data were stored in PC 

memory.   

B.  Hardware And Interfacing 

 The earlier vehicles were implemented a 

 

conventional network topology. However disadvantage 

of this system is the undetectable sensor failure during 

the logging system. The data in the CAN BUS are still 

available in the network although the sensor is failed to 

provide an input. The integration of CAN network 

topology with conventional network topology are also 

valuable for middle class of vehicle. Most of current 

Malaysian Proton Car such as new Exora, Gen2, 

Persona and Satria Neo use this combination network 

topology.  

 The conventional network topology was well-

matched for the purposes of development of data logger 

for lower class Malaysian Perodua Kancil 660 and 850 

cc car (above year 2002 manufacture). The Perodua 

Kancil was selected as a target vehicle because the 

engine is already using the electronic ECU as the 

instrument cluster.  All sensors are integrated with ADC 

so that outputs are in digital form . These cars still use 

the mechanical type sensors to log the speed, rpm, fuel 

and temperature. So these types of vehicle are not 

practical for a simple and efficient electronic data 

logger. 

 A 12V voltage supply is used to regulate a dc 

supply for microcontroller. The clock generates 8.00 

MHz frequency to the Microcontroller. Four input that 

comes from difference sensor namely as Speed, Tacho, 

Fuel and Temperature. All sensors used are available in 

the target vehicle. The speed and tacho sensor will 

supply a fussy frequency that represents the value of 

speed and revolution per minutes (r.p.m). The fuel and 
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temperature sensor will forethought the resistance 

values that indicate the current value of fuel left in the 

fuel tank and the recent engine temperature.  

III. PROPOSED METHODOLOGY 

 This paper encompass into two major important 

part of online monitoring system that are hardware and 

software development. The hardware development 

describes about the FPGA circuit and circuit interface 

from vehicle to the online monitoring system. The 

software development explains the ASIC use in the 

software design till the  verification, validation process. 

The online monitoring system is functioning to record 

the speed of vehicle, engine revolution (rpm), engine 

temperature, fuel volume and distance. The 

characteristic of Fuel sender (to determine fuel volume 

in Litre) and temperature sender (to determine engine 

temperature in Celsius) is dumped to FPGA , which can 

be reset after load the information to the PC using 

UART communication with Keyword 2000 protocol.  

Fig.3 Design Flow For UART IP 

 

 

ASIC DESIGN FLOW: 

 This document briefly explains the usage of SOC 

Cadence Electronic Design Automation (EDA) Tool for 

the design of the Application Specific Integrated Circuit 

(ASIC) Flow ASIC Design Any IC other than a general 

purpose IC which contain the functionality of thousands 

of gates is usually called an ASIC (Application Specific 

Integrated Circuit). ASICs are designed to fit a certain 

application. An ASIC is a digital or mixed-signal circuit 

designed to meet specifications set by a specific project. 

The basic ASIC Design Flow is code to GDS II format 

is SOC Encounter.  

 The details of the CADENCE Flow for the 

hierarchical design of large integrated circuits 

 

Phase  Activities  

 Requirement Analysis  

Verification  
System Design  

Architecture Design  

 Module Design  

 Module Test  

Validation  Integration  Test  

System Test (Bench Test 

and Vehicle Test)  

Table.1 Software Development 

 (ICs)and systems-on-chip Hierarchical design 

methodologies are typically adopted to handle very large 

designs or to support the concurrent design of a complex 

chip by a design team. Blast Plan Pro meets both of 

these requirements and delivers the additional benefit of 

predictable design closure. 

 A USI is the microchip with programming that 

controls a computer's interface to its attached serial 

devices. Specifically, it provides the computer with the 

RS-232C Data Terminal Equipment (DTE) interface so 

that it can "talk" to and exchange data with modems and 

other serial devices. As part of this interface, the UART 

also. 

 

Fig . 4 UART Block Diagram 

 Converts the bytes it receives from the computer 

along parallel circuits into a single serial bit stream for 

out bound Transmission. 

 On inbound transmission, converts the serial bit 

stream into the bytes that the computer handles Adds a 

parity bit (if it's been selected) on outbound 

transmissions and checks the parity of incoming bytes 

(if selected) and discards the parity bit. Adds start and 

stop delineators on outbound and strips them from 

inbound transmissions. Handles interrupts from the 

keyboard and mouse (which are serial devices with 

special ports).  
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 May handle other kinds of interrupt and device 

management that require coordinating the computer's 

speed of operation with device speeds Serial 

transmission is commonly used with modems and for 

non-networked communication between computers, 

terminals and other devices. At first sight it would seem 

that a serial link must be inferior to a parallel one, 

because it can transmit less data on each clock tick. 

However, it is often the case that serial links can be 

clocked considerably faster than parallel links, and 

achieve a higher data rate. 
Speedometer 

Gauge  

Tachco Gauge 

(Revolution)  
Fuel  

Temperature of 

Engine Coolant  

Input 

Freq 

(Hz)  

Spee

d 

(km/

h)  

Input 

Freq 

(Hz)  

Revol

ution 

(r.p.m)  

Fuel 

(Lit

)  

Resis 

tant (Ώ)  
Te

mp 

(˚C)  

Resis 

tant (Ώ)  

0  0  0  0  5  304  45  222.3  

14.16  20  25  1000  8  284  50  181.1  

28.31  40  50  2000 12.5  252  112 23.6 

42.47  60  75  3000  25  188  117  20.6  

56.62  80  100  4000  37.5  124  - - 

70.78  100  125  5000  45  77  - - 

84.93  120  150  6000  - - - - 

113.28  160  200  8000  - - - - 

Table: 2 Measured Parameters (Bench Mark) 

 Clock skew between different channels is not an 

pulses/km number [k-factor] programmed into the issue 

(for unclocked serial links)A serial connection requires 

fewer interconnecting cables (e.g. wires/fibres) and 

hence occupies  less space. The extra space allows for 

better isolation of the channel from its surroundings 

Crosstalk is less of an issue, because there are fewer 

conductors in proximity. In many cases, serial is a better 

option because it is cheaper to implement. Many ICs 

have Serial interfaces, as opposed to parallel ones, so 

that they have fewer pins and are therefore cheaper. In 

telecommunications and computer science, serial 

communications is the process of sending data one bit at 

one time, sequentially, over a communications channel 

or computer bus. This is in contrast to parallel 

communications, where all the bits of each symbol are 

sent together. 

Serial communications is used for all long-haul  

communications and most computer networks, 

Speed=( f*36000)/k-factor. 

k-factor is 2548 pulse/km and f is the input frequency. 

For the Tacho gauge, microcontroller measures the 

frequency of the pulses received on the input and drives 

the stepper motor to a position dependent on the 

frequency. There shall be no visible ‘step’ movement of 

the Tacho gauge. The tacho revolution is calculated  

as (2): 

Tacho=(f*60)/m-factor 

Results and  discution 

 

 

 

 From the data speeds versus time as in Figure 4, it 

has exposed that the target vehicle was moving after 10 

seconds the engine was started. But the oil pedal was 

pushed before that. The data RPM versus time as in 

Figure 5 can show clearer evidence at which second the 

driver start to push the oil pedal. Start from second 4 

until second 9 it shows how drastically the RPM was 

increase from 1153 RPM to 2058 RPM. Normal RPM 

for engine without ramp (push the oil .pedal) is about 

900 RPM to 1100 RPM with air condition on. The 

minimum speed was recorded at the second of 91, the 

speed was 2.8 KM/H at 1225 RPM and by the time the 

trip was about 0.6 KM. The maximum speed was 

achieved at the second of 237 the speed was 57.9 KM/H 

at the 3034 RPM. By the time the 

 
Fig .7  Fuel Volume (litres) versus time (seconds 

 

 
 

Fig. 8 Revolution versus time (seconds) 
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trip was about 2.1 KM. The fuel volume was fluctuated 

due to the tank sender float was going up and down due 

to the road is bumpy. The car consumed around 0.02 

Litre for 3 km. The Engine 

 

Fig.9 The wave of UART function simulation 

 Coolant temperature was remains stable at ADC 

value 153. The Coolant Fan is activated when the engine 

temperature start to increase. This analysis is done 

manually and technically from the driving experience 

and technical knowledge of vehicle engine. This data 

also has been validated with an External GPS Navigator.  

IV. CONCLUSION  

 The ASIC model technique is very helpful for the 

software development. The bug can be minimized or 

eliminated by performing the module and bench test. It 

is also can expedite the time of software development. 

The FPGA can support for other application likes 

UART, Serial communication likes Manchester code. 

 The FPGA has reserved more memory space for 

expend the application. The UART communication is 

still can be applied for the data logging The Online 

monitoring data can save a lot of money and time to 

measure the data from the sensors. The behavior of the 

sensor input can be monitored by using the online 

monitoring data. The existence of the online monitoring 

system has an advantage for the vehicle consumers. 

Since the system could retrieve accurate signals such as 

the fuel volume with resolution 0.01 Litre and the 

travelling distance in meter with resolution 100m, actual 

speed in km/h with resolution 0.1 km/h and actual 

revolution.  

 Using the online monitoring data the driver can also 

detect the defective sensor when the sensor input remain 

at certain value or zero during car moving. The driver 

could realize the fuel consumption in seconds and can 

optimized their driving manoeuvre. The retrieved data 

from the sensor can be studied and analyzed for further 

improvement of the vehicle. The project is proposed to 

upgrade the online monitoring data instead of using 

UART communication .The UART speed is 19.2 KBaud 

achieved until 1 expensive tool.  

 The primary benefit of a 16850 USI is a 128-byte 

FIFO buffer that prevents data loss in high-speed serial 

communications.The optional 16950 USI provides the 

following benefits:8x more baud rates due to 1/8th clock 

pre-scalar,128-byte FIFO buffer,9-bit protocol support 

and Isochronous mode 
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Abstract -  With the advance of wireless communications, the problem of bandwidth scarcity has become more prominent. Cognitive 

radio technology has come out as a way to solve this problem by allowing the unlicensed users to use the licensed bands 

opportunistically. To sense the existence of licensed users, many spectrum sensing techniques have been devised. In this paper, 

energy detection and cyclic prefix is used for spectrum sensing.The comparison of ROC curves has been done for various wireless 

fading channels using squaring and cubing operation,the improvement has gone as high as up to 0.6 times for AWGN channel and 

0.4 times for Rayleigh channel as we go from squaring to cubing operation in an energy detector.In cyclic prefix, a special feature 

embedded in the OFDM signals is used for spectrum sensing. Closed form expressions for Probability of detection for AWGN and 

Rayleigh channels are described. Cooperation among the users is a valuable tool in the implementation of the spectrum sensing and 

it improves the performance of cyclic prefix based spectrum sensing up to 3.9 times as compared to the single user.  

Keywords - Spectrum Sensing, Cognitive Radio, Probability of detection, Cooperative Detection. 

 
I. INTRODUCTION  

  Today, by unprecedented growth of wireless 

applications, the problem of spectrum scarce is 

becoming more and more apparent. Most of the 

spectrum has been allocated to specific users, while 

other spectrum bands that haven‟t been assigned are 

overcrowded because of overuse. However, most of the 

allocated spectrum is idled in some times and 

locations.The Federal Communication Commission 

(FCC) research report [1] reveals that, seventy percent 

of the allocated spectrum is underutilized. So we need a 

technique to deal with the problem of spectrum 

underutilization, which makes the birth of cognitive 

radio. Cognitive radio [2][3]can sense external radio 

environment and learn from past experiences. It can 

access to unused spectrum band dynamically without 

affecting the primary users, in such a way to improve 

the spectrum efficiency. Sensing external radio 

environment quickly and accurately plays a key role in 

cognitive radio. Spectrum sensing includes the detection 

of primary users and secondary users in other cognitive 

networks in the same region, but most of papers on 

spectrum sensing only consider the detection of primary 

users. In this paper, we consider the cyclic prefix, a 

special feature embedded in the OFDM (Orthogonal 

Frequency Division Multiplexing) signals; is used to 

detect the presence of primary user‟s signal and is 

considered to be better than energy detection and 

matched filter detection as it performs well even in the 

fading channels. In addition, cooperative detection is 

used among the secondary users to improve the 

performance of spectrum sensing. Energy detector based 

approach, also known as radiometry or periodogram , is 

one of the popular methods for spectrum sensing as it is 

of non-coherent type and has low implementation 

complexity. In addition, it is more generic as receivers 

do not require any prior knowledge about the primary 

user‟s signal [4]. In this method, the received signal‟s 

energy is measured and compared against a pre-defined 

threshold to determine the presence or absence of 

primary user‟s signal. Moreover, energy detector is 

widely used in ultra wideband (UWB) communications 

to borrow an idle channel from licensed user. Detection 

probability (), False alarm probability () and missed 

detection probability () are the key measurement metrics 

that are used to analyze the performance of an energy 

detector. The performance of an energy detector is 

illustrated by the receiver operating characteristics 

(ROC) curve which is a plot of Pd versus Pf or Pm 

versus Pf [5].  

 This paper is organized as follows: Section 2 

describes the OFDM (Orthogonal Frequency Division 

Multiplexing) System Model. Section 3 and 4 describe 

the expressions for probability of detection for AWGN 

(Additive White Gaussian Noise) and Rayleigh channels 

respectively. Simulation Results for Cyclic Prefix and 

energy detection Based Spectrum Sensing over AWGN 

(Additive White Gaussian Noise) and Rayleigh channels 

and improvement using cooperative detection are 

presented in section 5 followed by conclusions in 

section 6.  
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II.  OFDM SYSTEM MODEL  

 

 

 

 

 

III. PROBABILITY OF DETECTION  
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IV.PROBABILITY OF DETECTION AND 

FALSE ALARM IN ENERGY 

DETECTION 
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V. SIMULATION RESULTS  

 The performance of energy detector is analysed 

using ROC (Receiver operating characteristics) curves 

for fading channels. Monte-Carlo method is used for 

simulation. It can be seen in the following figures that 

with increase in SNR (Signal to Noise Ratio), the 

performance of energy detection improves. FIGURE 2 

and FIGURE 4 illustrates the ROC curves using 

squaring operation for AWGN and Rayleigh channel 

respectively. FIGURE 3 and FIGURE 5 depicts 

improvement in the performance of energy detector 

using cubing operation over AWGN and Rayleigh 

channel respectively. We assume time-bandwidth 

product=5. 
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IV. CONCLUSION:  

 In the present work, performance of cyclic prefix 

and energy detection based spectrum sensing is 

analysed.Closed form expressions for probability of 

detection for AWGN and Rayleigh channels are 

described. Using ROC (Receiver Operating 

Characteristics) Curve, it has been shown that co-

operative detection improves the performance of cyclic 

prefix based spectrum sensing method as high as up to 

3.99 times compared to single user detection.  
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Abstract -  In this paper we study the basic principle of PEM fuel cell, basic equation involved and the type of fuel cell, then the 

paper mainly dealing with the Mathematical modeling of the PEM FUEL CELL, and the performance characteristic of the Fuel Cell 

on voltage basis with the help of the matlab (SIMULINK). In this paper we study the steady state model of fuel cell. Result showed 

the polarization curved of the PEM Fuel cell and various losses in terms of performance of the fuel cell. 
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I.  INTRODUCTION 

 A fuel cell is an electrochemical device that 

continuously and directly converts the Chemical energy 

of externally supplied fuel and oxidant to electrical 

energy. The idea of the gaseous fuel cell can be traced 

back to Sir William Grove, a Welsh judge, inventor, 

and physicist, who is recognized as “the father of the 

fuel cell.” He believed that if H2 and O2 can be made by 

electrolysis of water, the reverse also must be possible. 

In 1842, Grove developed a stack of 50 fuel cells, 

which he called a “gaseous voltaic battery”.  

 

II.  PRINCIPLE OF FUEL CELLS 

 Fuel cell converts the chemical energy of a fuel and 

an oxidant into electricity. Key part of a PEM fuel cell- 

the electrodes, catalyst and membrane together form the 

Membrane Electrode Assembly (MEA). Hydrogen ions 

(protons) passes through the membrane and the 

electrons will pass through the external circuit or load. 

Protons from the membrane electron form the external 

circuit and the oxygen from the air reacts at cathode and 

form water. 

A. Basic Reaction in fuel cell 

 A PEM fuel cell consists of an electrolyte 

sandwiched between two electrodes. At the surfaces of 

the two electrodes, two electrochemical reactions take 

place. 

Anode Reaction 

 

Cathode Reaction 

 

Overall Reaction 

 

 

 

22HH→ +2 222O He H+ +→
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B. Types of fuel cells 

 Fuel cells are customarily classified according to 

the electrolyte employed. 

 Phosphoric Acid Fuel Cell (PAFC) Electrolyte 

used as Phosphoric acid, mobile ions is H+ and 

temperature is 160-220°C 

 Solid Oxide Fuel Cell (SOFC) Electrolyte used as 

Zirconium/Yttrium Oxide, mobile ions is O- and 

temperature is 800-1200°C 

 Molten Carbonate Fuel Cell (MCFC) Electrolyte 

used as Lithium/ Sodium Carbonates, mobile ions 

is CO3 and temperature is 600-850°C 

 Alkaline Fuel Cell (AFC) Electrolyte used as 

Potassium hydroxide(KOH)  , mobile ions is OH- 

and temperature is 60-95°C 

 Proton Exchange Membrane Fuel Cell 

(PEMFC) Electrolyte used as Proton Exchange 

Membrane (PEM), mobile ions is H+ and 

temperature is 60-80°C 

 The popularity of PEMFCs, a relatively new type 

of fuel cell, is rapidly outpacing that of the others. We 

are also utilizing the PEM fuel cell for our study. Our 

study is based on the NEXA BALLARD 1.2 kW PEM 

Fuel Cell. 

III PEM FUEL CELL SYSTEM 

 In addition to the Fuel cell stack, the system 

consists of three major subsystems: 

 The hydrogen supply subsystem, 

 The air compression subsystem 

 The cooling subsystem. 

A. Hydrogen supply subsystem 

 Hydrogen supply to the fuel cell comprised of the 

following components 

 Compressed hydrogen cylinder which has 

maximum pressure capacity of 200 bar. 

 Three metal hydrides cylinder, each having 760 std 

liter capacities. 

 A pressure transducer monitors fuel delivery 

conditions to ensure an adequate fuel supply 

system operation. 

 A pressure relief valve protects downstream 

components from over-pressure conditions. A 

solenoid valve provides isolation from the fuel 

supply during shut down. 

 A pressure regulator maintains appropriate 

hydrogen supply pressure to the fuel cells. 

 A hydrogen leak detector monitors for hydrogen 

levels near the fuel delivery subassembly. 

B. Air compression subsystem 

  The air compression subsystem provides oxygen, in 

the form of air, to the fuel cell and it is comprised of 

following components: 

 Air compressor 

 Humidifier/ heat exchanger 

 A downstream sensor used to measure air mass 

flow rate 

C. Cooling subsystem 

 The purpose of the cooling subsystem is to remove 

the heat generated by the exothermic reaction of 

hydrogen and oxygen. 

 The cooling subsystem consists of fan which is 

located on the base of the fuel cell. 

IV  MATHEMATICAL MODELING 

 Mathematical modelings of the four basic parts 

(humidifier. anode, cathode and membrane) of the Fuel 

cell are as shown is fig.   

 

A. Modeling of Humidifier 
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Change in air humidity due to additional injected water 

is called humidifier. Assuming the temperature of the 

flow is constant 

  Thumidifier = Tcooler  

 

 

 

Assuming Cooler air entering temperature is equal to 

the stack temperature and the pressure drop in the 

cooler is neglected then relative humidity of gas coming 

out from the cooler 

 

 

 

Now,  

   

 

Now, total pressure of the humid air, 

  

 

 

 

Specific humidity, by definition 

 

 

 

 

 

Total mass flow rate 

      

 

 

 

 

 

 

 

 

 

Now mass flow rate of dry air remains same for the 

inlet and outlet of the humidifier, 

 

 

Vapour flow rate increases by amount of water injected  

 

 

 

Vapour pressure will also change 

 

 

 

 

 

 

 

pv,humidifer will use for the finding out the exit flow 

relative humidity  

 

 

 

 

Total pressure 

 

 

 

 

 

Humidifier exit flow rate  

 

 

 

B. Modeling of anode 

Hydrogen partial pressure and anode flow humidity 

are determined by balancing by mass of hydrogen and 

water in anode 

By the mass conservation law, 

Hydrogen mass flow rate 

 

 

Vapour flow rate 

 

 

With that we can find out the partial pressure of 

hydrogen and anode flow humidity 

 

 

 

C. Modeling of cathode 

All gases obeys ideal gas law. 

The temperature of air inside the cathode is equal to the 

stack temperature. 

(cooler satcpTφ =φ=, .(vco olercoo lersatcp pTφ=.acool ercoolerp pp=−.. ., 0.622**vvcoolercooler aacooleracooler Mp pmω == =

, *coole racooler coolerm m mω= +.vcool ercoolerm mm=−.ahu midifierm m=. ,,vhu midifier vcoolerv jm m m= +. ,, 0. 622*humi difier aca cooler pmω = =, .,0 .622*vhum idifier acop m=

(humidif iersathum fpTφ =

2an Hsampφ= =
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The properties of flow exiting the cathode such as 

temperature pressure are assumed to be the same as 

inside the cathode  

 

 
 

By the mass conservation law, 

Oxygen mass flow rate  

 

 

 

 

Nitrogen mass flow rate  

 

 

 

Vapor flow rate  

 

 

 

 

By the electrochemistry principles, we can find out the 

mass of oxygen reacted and water production from the 

stack current Ist. 

By applying faraday law  

 

 

 

For Water production, 

 

 

 

Water flow rate across the membrane (mv,membr ) will 

calculate from the membrane hydration model  

By using thermodynamic properties, the mass flow rate 

for the individual species can be calculated as: 

For ideal gas vapor pressure 

 

 

Now dry air pressure is 

 

 

 

 

Now humidity ratio 

 

 

 

 

Ma is calculated from equation 

 

 

Now flow rate for dry air and vapor 

 

 

 

 

Now oxygen and nitrogen flow rate are  

 

 

 

xO2 can found out by the equation  

 

 

 

 

With these equations the Oxygen and Nitrogen mass 

flow rates could be found out. 

  

D. Membrane Hydration model 

 It captures the water transport across the 

membranes. 

 Water content and mass flow are assumed to be 

uniform over the surface area of the membrane. 

The water transport across the membrane is achieved 

through two distinct phenomena 

1. Electro-osmotic drag phenomenon 

2. Back diffusion of water from cathode to anode  

3. Amount of water transported in proportional to the 

electro-osmotic drag coefficient nd which is defined 

as the number of water carried by each proton. 

4. Gradient of water concentration across membrane 

results in back diffusion of water. 

Now combining the two water transported mechanism 

the water flow across the membrane is 

 

 

 Coefficients nd  and Dw  are varying with the 

membrane water content λm, which is calculated 

from the average of water content at anode(λan) 

and cathode (λca). 

.v sp pφ=

M pω=22 2* (1)*a OO O NM yM y M= + −1am=2,Om x=2(1Om x= −2 22 2* (1)*O OO O Nx yM y M= +−

, (vmem brvf c wmm MA n DF t= −
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 λan and  λca can be calculated from membrane 

water activity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

  λm = 2 ,Dλ  = 10-6  

  2≤ λm<3, Dλ  = 10-6(1+2(λm-2))  

3≤ λm<4.5,Dλ  = 10-6(3-1.67(λm-3)) 

λm≥4.5,Dλ  = 1.25*10-6  

 

 

 

 

Hence,  mv,mambr is calculated which can be used in the 

cathode flow model for vapor flow rate calculation. 

  

V  FUEL CELL PERFORMANCE 

 The cell voltage of a PEM fuel cell can be 

represented by a polarization curve , which can be 

obtained from the open circuit voltage E by 

substituting some polarization losses. 

 Three type of polarization losses are: 

1. Activation loss, Vact  

2. Ohmic loss, Vohm  

3. Concentration loss, Vcon  

A. ACTIVATION LOSS Vact 

 On the catalysts surfaces the bond in the hydrogen 

and oxygen molecules were broken and new bonds 

were formed to produce water. 

 This breaking and forming of bond needs energy 

and causes a voltage drop. 

 

 

 

�act is the form of gain voltage, CO2 is the oxygen 

concentration. 

 

B. OHMIC LOSS Vohm 

 The ohmic voltage rises from the resistance of the 

polymer membrane to the transfer of protons and the 

resistance of the electrode and collector plates to the 

transfer of electrons. 

 

 

C. CONCENTRATION LOSS VCON 

The concentration over-voltage is caused by a limited 

transportation velocity of reactants to the electrode. 

 

 

where B = 0.016, I is the current ilim is limiting current, 

�conc is the form of gain voltage 

The fuel cell voltage is calculated using a combination 

of physical and empirical relationships. 

                    V = E-Vact-Vohm-Vconc  

Also we can write as  

                     V = E+�act+�ohm+�conc  

 

 

 

VI. SIMULINK MODEL OF FUEL CELL MODEL 

EQUATION 

 
 

VII. RESULTS AND DISSCUSION 

Values used for the Simulink model for NEXA 

BALLARD System. 

Current = 0 to 35 A 

, ,:[i satis atia ianpp= = ∈0.04317 .8139 .853 6,0i i i ia a aaλ= + − + < <exp2 416(303wD Dλ= −⎜⎜⎝ ⎠

, , ,[vi mdryc ianM= ∈

25 O*l ni7.4*1 0T*lnC−+

ohm oh m V  i*η =− =−

25 H4.3 08*10T(ln p.5lnp− +
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Temp constant = 310 K 

Oxygen at atmospheric condition 

Area of fuel cell = 122 cm2  

Limiting current =75 A 

Number of cells = 50. 

Voltage is Decreases as the current increases; initially 

the voltage drop is more due to the activation losses, 

then its decreases slightly due to the ohmic losses and 

lastly slight down due to the concentration losses. 

A. Polarization curve (using MATLAB) 

 
 

B. Power Vs current 

 
 

 Power will increase when current will increase up 

to a limit power will start slightly decreasing. 

Fig. C and D are the Steady state simulink model for 

voltage and power with respect to time, as the time 

changes voltage decreased, followed by all the losses.  

 

C. Steady state voltage of fuel cell (using matlab) 

 

D. Steady state power of fuel cell (using MATLAB) 

 
 

VIII. CONCLUSION 

    In this paper we studied the basic about the Fuel 

Cell, type of fuel cell. as our work is depend on the on 

the PEM Fuel cell. Here we did the mathematical 

modeling of the various part of fuel cell mainly the 

humidifier, anode cathode and the membrane hydration 

model. Then we studied about the fuel cell performance 

model which included the various losses of the fuel cell. 

Studied the Performance model of fuel cell Using 

MATLAB (SIMULINK). Draw the Polarization curve 

(Voltage Vs Current). And the Power Vs Current curve. 

 

NOMENCLATURE 

ohm- Ohmic 

act- Activation 

conc- Concentration 

gen – Generated 

int – internal 
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SUBSCRIPTS 

a – air 

v – Vapour 

fc – Fuel cell 

an – anode 

co – cathode 

M – Molar mass 

i – Current 

V – Voltage 

T – Temperature 

m – Mass flow rate 

x- mole fraction 

p – pressure 

F- Faraday Constant 

n – Number of moles 

λ – water content 

Φ – Relative Humidity 

cv – water concentration at membrane surface 

t – thickness 

ρ - density 
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Abstract - Multiple-Input Multiple-Output (MIMO) radar is an emerging technology that is attracting the attention of researchers. 

Unlike the traditional Single-Input Multiple-Output (SIMO) radar which emits coherent waveforms to form a focused beam, the 

MIMO radar can transmit via its antennas multiple probing signals which are orthogonal (or incoherent) waveforms. These 

waveforms can be used to increase spatial resolution of the MIMO radar system. The waveforms also affect the range and Doppler 

resolution which can be characterized by the Ambiguity Function (AF). In the research on MIMO radar, the optimal orthogonal 

waveform design is a crucial problem. In this paper, we propose a new method to obtain near optical frequency hopping waveform 

set with low side lobes in autocorrelations and cross correlations by optimizing a cost function constructed based on digitized 

ambiguity function. Some of the designed results are presented, and it has been observed that their correlation properties are better 

than other known in the literature. The simulation results and comparisons prove that the proposed algorithm is more effective for 

the design of DFCWs with superior aperiodic correlation. 

 

Keywords- MIMO Radar, Ambiguity Function, Waveform design, Cost Function, DFCW. 

 
I. INTRODUCTION  

 Multiple Input Multiple Output (MIMO) operation 

has advanced communication significantly in the past 

two decades. Recently the idea has been introduced to 

radar to improve system performance through diversity. 

MIMO radar is supposed to transmit multiple 

independent waveforms on transmit end so that 

receivers can separate them and thereby achieve more 

degrees of freedom in signal processing. In this kind of 

MIMO radar, waveforms are required to have good side 

lobe performance in both Autocorrelation Functions 

(ACFs) and Cross-correlation Functions (CCFs). 

Orthogonal waveform design is therefore an important 

topic in MIMO radar study. The main idea in these 

papers is to reduce the side lobe levels in both the ACFs 

and CCFs by optimization method. The choice of 

transmitter waveforms plays an important role in the 

resolution characteristics of radar. In the traditional 

SIMO radar system, the radar receiver uses a matched 

filter to extract the target signal from thermal noise. 

Consequently, the resolution of the radar system is 

determined by the response to a point target in the 

matched filter output. Such a response can be 

characterized by a function called the ambiguity 

function [6]. San Antonio, et al. [2] has extended the 

radar ambiguity function to the MIMO radar case. It 

turns out that the radar waveforms affect not only the 

range and Doppler resolution but also the angular 

resolution. MIMO radar waveform design problem is to 

choose a set of waveforms which provides a desirable 

MIMO ambiguity function. The pulse waveforms 

generated by frequency hopping codes are considered in 

this paper. These pulses have the advantage of constant 

modulus. Recently, Chen and Vaidyanathan [4] have 

dealt with the design of MIMO frequency-hopping 

codes based on the optimization of a newly formulated 

MIMO ambiguity function (derived from [2]). Their 

design approach is to first parameterize these waveforms 

and then apply simulated annealing to find a near-

optimal set of parameters using a ‘cost function’ that 

allows the comparison of different parameter sets.  

 The hit-array was first studied in [5] as an analysis 

tool for frequency-hopping codes in the SIMO radar 

context. The hit-array [5] corresponds to a digitized 

version of the ambiguity function which is relatively 

simple to compute. In this paper, we generalize the hit-

array to the hit-matrix, which is applicable to frequency-

hopping codes for MIMO radar. We propose using 

numerical optimization techniques to search for the best 

frequency-hopping codes to obtain good system 

resolutions, using a measure of hit-matrix quality as the 

cost function to be minimized.  

 In Section II, we present our MIMO radar model 

and describe frequency-hopping waveforms. We discuss 

the different DFCWs in Section III. In Section IV, we 

formulate the hit-matrix and calculate a cost function 

based on the hit-matrix and describe how we apply 

simulated annealing to find good codes. Simulation 

results are provided in Section V and Section VI 

concludes the paper. 
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II. SYSTEM MODEL 

A. MIMO Radar Model 

 Consider a monostatic MIMO radar that contains M 

transmitters and N receivers with their antennas 

configured as uniform linear arrays, as shown in Fig. 1. 

We assume a point target and also that the target, 

transmitters and receivers lie in the same 2-D plane. Let 

dT and dR represent the spacing between consecutive 

transmitters and receivers respectively, and let γ = dT 

/dR. We define the spatial frequency of the target as 

        (1) 

where θ is the target angle with respect to the broadside 

direction and λ is the wavelength of the RF carrier of the 

transmitted waveforms. Let τ and ν be the target delay 

(which is a measure of target range) and Doppler 

frequency (a measure of target velocity), respectively. 

The spatial frequency f corresponds to the angular 

location of the target with respect to the arrays of the 

radar. Let {um(t)}, m � {0,. . . . ,M − 1} represent the M 

transmitter waveforms. Then, the waveform received at 

the nth receiver antenna can be expressed as [5]  y t |τ,υ,   ∑ u t τ e πυ e π γM   (2) 

 

 

 

 

 

 

 

 
B.  Frequency‐hopping waveforms 

 Frequency-hopping signals are good candidates for 

the radar waveforms because they are easily generated 

and have constant modulus. The waveforms can be 

represented as (see Fig. 2)  

           ∑          (3) 

where  ∑ , Δ        (4) 

    1    0 ∆0            (5) 

 Here, cm,q is the (m, q)th element of the matrix 

[C]M×Q and it can assume values from the set {1, . . . 

,K}, where K is the total number of frequency hops 

available. 
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 As shown in Fig. 2, each transmitter waveform 

um(t) consists of a stream of L identical pulses φm(t). 

Each pulse in turn contains Q constant amplitude 

frequency subpulses each having width ∆t, and 

frequency cm,q∆f. Additionally, we impose the following 

conditions for orthogonality [4].     ∆ ∆ 1   (6) 

,  ′,  ,  ′ ,    
 Orthogonal waveforms result in a uniform beam 

pattern in all directions, which is a key aspect of 

detection using MIMO radars. For fixed ∆t and ∆f and 

pulse spacing (T0, T1, . . . ,TL−1), these waveforms can be 

completely described by the code matrix 

                     ,                      (7) 

III. DISCRETE FREQUENCY CODING 

WAVEFORMS 

 In this section, the different Discrete Frequency 

Coding Waveforms are illustrated. 

A. DFCW-FF 

 The DFCW-FF set consisting of L frequency-

hopping waveforms can be represented as  ∑ ,    1,2, … ,         (8) 

where 

                ,                       0 ,                     (9) 

 T is the time duration of subpulse, N is the number 

of contiguous subpulses, ∆  is the coding 

frequency of subpulse n of waveform l in the DFCW-FF 

set, and ∆  is the frequency step. A coding frequency 

sequence {fn} = {n1∆ , n2∆ , n3∆ , . . . , nN∆  } can be 

represented with the coefficient sequence {n1, n2, n3, . . . 

, nN}, which represents the firing order of frequency and 

is a unique permutation of sequence {0, 1, 2, . . . , N-1}. 

 B.  DFCW-LFM 

 By adding LFM to the DFCW-FF set, we get 

DFCW-LFM set as  ∑ . ,   1,2, … ,    

(10) 

where k is the frequency slope, related to the bandwidth 

of the signal pulse B = kT.  

 The delay-Doppler AF for waveform l in the 

DFCW-FF set is defined as 

    , ∞
∞     

 (11) 

 The cross-AF of  and  for 

waveform l can be defined as 

 , ∞
∞     

     (12) 

In DFCW_LFM, adding LFM to a DFCW_FF signal 

modifies its AF according to a simple rule [6]   , ,      (13) 

IV. OPTIMIZATION OF DFCW 

 First we derive the hit-matrix for the code matrix C 

and calculate the cost function gp(c) based on that hit-

matrix. Then we apply simulated annealing using gp(c) 

to find good optimized frequency hopping codes. 

A. The Hit-Matrix 

 The hit-array has been introduced as a tool to 

analyze frequency-hopping waveforms in [5]. The 

central concept in this formulation is that of a “hit”, 

which occurs when the received pattern has been shifted 

in the time-frequency space in such a way that it 

overlaps with the original pattern at exactly one time-

frequency position.  

 In this section, we extend the hit-array to the hit-

matrix, which is applicable to frequency-hopping codes 

for MIMO radar under the large Doppler scenario. We 

define the hit-matrix [1] for the code matrix C as                             ,   ,     (14)  ,  , ,  , 
where 
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, , ′, | | .| |
′

 

(15) 

Here  [.] refers to the Kronecker delta function and 

  
1          01         (16) 

It is intuitively simpler to express the hit-matrix as 

follows 

  ∑ ∑ , ′
′       (17) 

where 

    , ′ , , ′          (18) 

and  

, , ′ , ′, | | .| |
 

(19) 

, ′ is called the cross-hit array and it contains 

information about the hits occuring between the 

waveforms um(t) and um′(t). We shall now describe how 

the hit-matrix of a frequency hopping code relates to its 

ambiguity function. The MIMO radar ambiguity 

function can also be expressed as 

, , , ′ Ω , , , ′  

(20) 

where 

Ω , , , ′

, ′, , ′ , ′ ′

′′

 

 (21) 

and 

, ′, , ′ , ′ Δ ,,                ′, ′ Δ , ′, ′ Δ Δ ′, ′Δ   

      (22) 

B.  Cost Function 

 We now describe how frequency-hopping codes can 

be optimized under the large Doppler scenario to yield a 

desirable ambiguity function. Since the second product 

term in the MIMO radar ambiguity function is not 

dependant on the choice of code matrix C, we only 

concern ourselves with the optimization of the first term 

Ω , , , ′ . To apply heuristic search algorithms like 

simulated annealing, we require a cost function that 

allows the desirability of different codes to be 

compared. 

 The cost function based on the hit-matrix is defined 

as 

,  

(23) 

 Given that the hit-matrix contains a significant 

amount of information about the nature of the ambiguity 

function. This allows the heuristic search algorithms 

using this cost function to rapidly traverse the code 

space, thereby allowing good codes to be found faster. 

Increasing the value of p increases the penalty on higher 

side lobes. 

C.  Optimization Algorithm 

 We now describe how we apply simulated 

annealing using gp(C). We use a slightly modified form 

of simulated annealing called Quantum Simulated 

Annealing (QSA), which allows faster convergence. The 

steps of the algorithm are as follows 

1) Randomly draw a code matrix C from {0, 1, . . . , K    

−1}MQ    such that the code is orthogonal, that is, cm,q ≠ 

cm’,q for m ≠ m’. 

2) Randomly draw j from {1, 2, . . . , J}. 

3) Set C’ = C, and repeat steps 3(a) to 3(c) j times. 

a) Randomly draw m from {0, . . . , M − 1} and q from                        

{0, . . . , Q − 1}. 

b) Select k from {0, . . . , K − 1} with k ≠ {c’m,q, m}. 

c) Set c’m,q= k. 

4) Randomly draw U from [0, 1]. 

5) If  U < exp((gp(C) − gp(C’))/T), then set C = C’. 

6) Set T = αT and J = βJ. 

7) If a sufficiently small value of gp(C) has been 

obtained, terminate the algorithm. Otherwise, return to 

step 2. 

 The parameters for above algorithm are temperature 

(T), rate of decrease of temperature (α),  jump size (J) 

and rate of decrease of jump size (β). The algorithm is 

initialized with a value of T > 0 and J > 0, choosing α 

and β from (0, 1). 
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V. SIMULATION RESULTS 

 Based on the described optimization algorithm in 

Section IV, the numerous frequency-coding waveform 

sets with arbitrary waveform lengths and various 

numbers of waveforms can be designed. We have 

designed many different lengths of sequences using 

Quantum Simulated Annealing (QSA) method but 

present only the correlation properties of sequences of 

length 32 for comparison with Liu’s sequences [3].  

 In this paper all the Autocorrelation Side lobe Peak 

(ASP) and Cross-correlation Peak (CP) values are 

normalized with respect to the sequence length. Table I 

lists the three code sequences for DFCW_FF with length 

N = 32 and L = 3. The ASPs and CPs for these 

sequences are shown in Table II. Table III shows the 

comparison between our results and the Liu’s results. 

From the Table III, it is observed our designed max CP 

and mean CP have lower values than Liu’s sequences of 

the same length [3].  

 Table IV lists three coding sequences for 

DFCW_LFM with length N = 32, L = 3, T∆f = 3, and 

TB = 72. The decrease in the cost with respect to 

increase in no. of iterations of simulated annealing for 

DFCW_FF and DFCW_LFM has been observed in Fig. 

3 and Fig. 5 and the aperiodic autocorrelation and 

crosscorrelation functions for the three sequences of 

DFCW_FF and DFCW_LFM are displayed in the Fig. 4 

and Fig. 6 respectively. The ASPs and CPs of 

DFCW_LFM are listed in Table V. Table VI shows the 

comparison between DFCW_LFM and DFCW_FF. 

From the Table VI, it is observed that DFCW_LFM has 

much lower ASP than DFCW_FF of the same length 

[3]. The mean ASP of the DFCW_LFM is about -

24.31dB, and is about 13dB lower than that of the 

DFCW_FF. 

VI. CONCLUSION 

 This paper presented the hit-matrix as an analysis 

tool for frequency-hopping waveforms under the large 

Doppler for MIMO radar. Using quantum simulated 

annealing, cost functions have been presented based on 

the digitized ambiguity function to obtain good 

optimized frequency- hopping waveform for orthogonal 

MIMO radar. This optimization approach can get 

superior aperiodic correlation properties to any existing 

sequences in literature. This approach provides an 

alternatively powerful tool for the design of multiple 

orthogonal discrete frequency-coding sequences with 

the good aperiodic correlation. By observation of 

simulated results of DFCW_FF with DFCW_LFM, it 

prove that replacing the fixed frequency individual 

pulses with LFM pulses can mitigate the ASP, as well as 

nullify the grating lobes problem. Imposing two specific 

relationships on the two signal parameters (T∆f and TB) 

results in mitigation of the ASP. With growth of 

sequence length the ASP and CP decreases. A larger 

code length allows more degrees of freedom in the 

optimization of cost function and thus results in possible 

improved DFCW_LFM. 

TABLE I 

DISCRETE FREQUENCY CODING SEQUENCES WITH FIXED 

FREQUENCY PULSES WITH N = 32, L = 3 AND K =288 

Code Sequences 
 

 

1 

41 

62 

52 

36 

231 

99 

28 

169 

145 

149 

85 

15 

75 

269 

32 

228 

262 

281 

58 

286 

109 

160 

35 

43 

109 

272 

104 

54 

175 

26 

86 

108 

 

 

2 

134 

238 

49 

210 

101 

231 

127 

216 

186 

258 

26 

31 

61 

15 

90 

270 

280 

125 

19 

145 

7 

126 

221 

39 

193 

191 

1 

257 

266 

141 

282 

258 

 

 

3 

143 

61 

264 

285 

258 

170 

184 

94 

194 

58 

278 

20 

9 

129 

281 

287 

31 

177 

276 

141 

218 

145 

66 

257 

155 

227 

29 

122 

276 

215 

174 

264 

 

 
Fig. 3: Decrease in cost function versus iterations of  

simulated annealing for DFCW_FF 

 

 

Fig. 4: Autocorrelation and cross-correlation functions 

of DFCW_FF  Sequences with code length N = 32 and 

set size L = 3 with K = 288 
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TABLE II 

ASP AND CP OF THE DESIGNED DFCW_FF SET  

WITH N = 32, L = 3 AND K =288 

 Code 1 Code 2 Code 3 

Code 1 0.2989 0.0512 0.0575 

Code 2 0.0512 0.2628 0.0441 

Code 3 0.0575 0.0441 0.2389 

 

TABLE III 

COMPARISON BETWEEN VALUES IN [3] AND OUR 

DESIGNED VALUES 

WITH N = 32, L = 3 AND K =288 

 Max 

ASP(dB) 

Mean 

ASP(dB) 

Max 

CP(dB) 

Mean 

CP(dB) 

Literature values -13.86 -13.90 -23.02 -23.25 

Our designed 

values 

-10.48 -11.47 -24.80 -25.86 

TABLE IV 

DISCRETE FREQUENCY CODING SEQUENCES WITH LFM 

PULSES  

With N = 32, L = 3, K = 288, T∆f = 3 And TB  = 72 
Code Sequences 

1 263 

280 

274 

28 

201 

223 

93 

264 

154 

12 

175 

2 

105 

62 

134 

213 

271 

34 

11 

286 

45 

48 

52 

270 

264 

272 

14 

154 

62 

102 

281 

43 

2 106 

175 

143 

173 

260 

56 

101 

266 

261 

269 

59 

45 

1 

12 

288 

144 

76 

256 

117 

264 

211 

272 

239 

152 

115 

26 

3 

176 

141 

263 

204 

104 

3 65 

86 

221 

284 

261 

284 

70 

285 

91 

147 

76 

56 

128 

52 

2 

287 

4 

190 

156 

86 

10 

139 

180 

98 

87 

179 

118 

188 

250 

43 

195 

118 

 

 

 

 

Fig. 5: Decrease in cost function versus iterations of  

simulated annealing for DFCW_LFM 

 

 

 

Fig. 6: Autocorrelation and cross-correlation functions 

of DFCW_LFM  

Sequences with code length N = 32 and set size L = 3 

with K = 288 

 

TABLE V 

ASP AND CP OF THE DESIGNED DFCW_LFM SET WITH  

N = 32, L = 3, K = 288, T∆F = 3 AND TB  = 72 

 Code 1 Code 2 Code 3 

Code 1 0.0591 0.0625 0.0581 

Code 2 0.0625 0.0612 0.0734 

Code 3 0.0581 0.0734 0.0622 

TABLE VI 

COMPARISON BETWEEN DFCW_FF [3] AND 

DFCW_LFM WITH  

N = 32, L = 3, K = 288, T∆F = 3 AND TB = 72 

 Max 

ASP(dB) 

Mean 

ASP(dB) 

Max 

CP(dB) 

Mean 

CP(dB) 

DFCW_FF -10.48 -11.47 -24.80 -25.86 

DFCW_LFM -24.12 -24.31 -22.68 -23.78 
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Abstract - Doppler Weather radar is a long–range surveillance system that measures the rain fall intensity during severe weather 

conditions and gives information about severity of cyclones. This paper presents design and development of Radar Controller (RC) 

software for Doppler Weather Radar (DWR). It helps to control DWR operation remotely using web server and JNLP protocol. RC 

software helps the operator for Smooth Operation, Radar Calibration and Easy Maintenance of the Radar. Operating mode, scan 

commands and parameters to major subsystems can be selected from the RC. RC generates a volume header packet and 

communicates to all subsystems through Ethernet to configure all subsystems for the mode of operation selected. During the scan 

operation, RC monitors the subsystems status continuously. If the status is not ok, the scan operation is terminated. RC initiates the 

archival of the products and Near Real Time product generation at the end of the scan operation. RC facilities round the clock 

continuous Weather monitoring through the Scheduler mode of Radar operation. 

 

Keywords: - Real-time archiving, Doppler Weather Radars,   Networking, Data archival and retrieval techniques, Radar Controller. 

 
I. INTRODUCTION  

 Doppler Weather Radar system is the result of the 

indigenous Design and Development activity carried out 

at RDA/ISTRAC and installed at Sriharikota for IMD. 
Radar [1] operates by radiating electromagnetic energy 

and detecting the echo returned from reflecting objects 

(targets). Radar can detect relatively small targets at 

near or far distances and can measure their range with 

precision in all weather, which is its chief advantage 

when compared with other sensors. However, radar has 

seen significant civil applications for the safe travel of 

aircraft, ships, and spacecraft; the remote sensing of the 

environment, especially the weather and many other 

applications. A Simple diagram depicting the working of 

Radar is shown below. 

 

Fig1: Simple working of Radar 

 

 Doppler Principle: When the source for signals and 

the observer are in relative motion, there is a change in 

frequency observed by the observer. In case the observer 

and the source are moving closer, frequency increases 

and vice versa. This was first discovered by Austrian 

physicist Christian Doppler, hence named after him. 

Radars working on this phenomenon are called Doppler 

Weather Radars. 

  Doppler Weather Radars are coherent pulsed radars 

and provide information about intensity and internal 

velocity of different hydrometers in a severe weather 

system. The difference between the Doppler Weather 

Radar (DWR)  and other types of Pulse Doppler Radars 

emanates basically from the nature of the target. The 

target for weather radar being hydrometeors is 

distributed in nature and generally fills the radar beam. 

The dynamic parameters of the target are measured by 

sampling the process at PRF (Pulse Repetition 

Frequency) of the radar. The return signal echoes from 

the target sampled at PRF rate thus forms a time series 

containing useful information about the dynamic 

properties of the target. The DWR basically estimates 

the three base products viz., Reflectivity (Z), Radial 

Velocity (V), and spectrum width (σ) as a function of 

range. From these three parameters advanced data 

products are generated to meet the different hydro 

meteorological applications. The received power is a 

measure of precipitation[2][4].      
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(Q) components. DSPs process the raw I/Q data and 

perform phase and amplitude correction, clutter 

filtering, covariance computation and produce 

normalized results. These normalized results are tagged 

with angle information, headers and given out as a data 

set. Covariance computation is based on pulse pair 

processing. Intensity estimation consists simply of 

integrating the power in the linear channel (I2 + Q2) over 

range and azimuth. The resulting power estimate is 

corrected for system noise, atmospheric attenuation and 

transmitter power variations. The signal processing of 

the linear channel ends with the estimation of 

reflectivity, mean radial velocity and velocity spectrum 

width. 

 

 

 

Fig 3: Signal processing and Product Generation 

 C.  Meta Data: A number of products are available 

from weather radars. From non-Doppler radars, 

information on reflectivity factor alone is available, 

whereas from DWRs, in addition to reflectivity, radial 

velocity and spectrum width information are also 

available as base data. These data can be used directly 

for base-products display and also for deriving further 

products based on standard algorithms. A few products 

which are commonly used in operational meteorology 

are briefly described here. 

• Base products 

 Reflectivity factor (Z), radial velocity (V) and 

velocity spectrum width (W) is the three base data 

directly observed/ measured by the radar. The radar 

reflectivity factor is defined as   Z=10log10[∑ 

(NiDi
6)/(1mm6/m3)] (1)  where N is the number of 

droplets of diameter    being the 

diameter interval used in making the measure present in 

unit volume of sample being probed. For the conditions 

prevailing in most of the weather systems and for the 

wavelengths used, the scattered power received back is 

directly proportional to Z (derived by Lord Rayleigh in 

1870s). Hence the weather signal power available at the 

receiver output is a direct measure of Z. 

 Autocorrelation of time series formed by the 

received power spectrum is the basis for deriving Z and 

other Doppler moments. The zeroth lag autocorrelation 

R0 of the time series is proportional to weather signal 

power, and hence Z is computed from it. Mean radial 

velocity of hydrometeors inside the sample volume is 

given by the first lag autocorrelation R1, and the 

velocity spread inside the sample volume is obtained 

from the first and the second lag autocorrelations R1 and 

R2 together, assuming a Gaussian distribution. The base 

data available from DWRs are generally displayed in the 

following formats.  

 PPI: The PPI(Z) is quite similar to conventional 

radar scope display of Z for a given elevation at all 

azimuth values, with colour-coded schemes for display 

and storage in digital form. This display is possible for 

all elevations at which data are collected. This product is 

available for display immediately on completion of the 

scan. This is the most widely used form of weather radar 

display. A typical PPI(Z) display has been depicted in 

Figure. 

 

 

Fig: PPI (Z) data product plot 

IV.  PROPOSED SYSTEM 

 RC can be considered as the heart of the Radar 

system. In the first stage of the working model, RC 

sends Status Request packet to all the subsystems in 

Broadcast mode. Various health parameters of each 

subsystem are then received by the RC. Each Subsystem 

sends data with their specific IP Address and port 

number. This information is combined to make 

respective Packet Headers of subsystems. RC combines 

all the status information along with the respective 

Packet Header to form a Status Header and send to the 
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Operator. If the overall Status of each sub system is OK, 

then the RC software creates Volume Header else alerts 

to stop the scan operation.  

 RC reads the mode of operation selected by the 

operator, sends the corresponding Volume Header data 

in Broadcast mode to all subsystems i.e. Transmitter, 

STALO & Corx, Simulator, SERVO, RSP and 

Workstations.RC sends START Command data in 

Broadcast mode to all the subsystems including 

Workstations for configuring subsystems, checks the 

elevation values to track the Number of elevation scans 

completed. It then sends STOP command to subsystems 

in Broadcast mode at the end of the scan.  

 RC sends ARCHIVAL START Command to 

workstations in Broadcast mode, after the issue of STOP 

command and waits for ARCHIVAL COMPLETION 

FLAG from the workstation. Archival workstation sends 

this flag with its specific IP Address.  If ARCHIVAL 

COMPLETION FLAG has not been received within the 

specified time, RC gives the warning message[3]. 

 The working of RC using different headers is 

depicted in the Fig.4 

 

Fig 4. Working of RC with different Headers 

 An architecture implementation to archive the 

weather radar data set is made available. The current 

state of weather radar data archival is insufficient for 

researchers who want real-time access to the data. By 

distributing files over web servers and retrieving those 

using HTTP URLs, network protocols are used. Further, 

the system is extensible as the files can be distributed 

across multiple servers (which may not even all belong 

to the same organization).  

 By isolating researchers from the burdens of data 

handling, researchers can spend more time on 

developing experiments and using the large data set to 

its full potential. We demonstrated the feasibility of the 

architecture by implementing it to archive weather radar 

data generated by the Radar Development Area Lab 

system. The valuable data is archived and further can be 

used by researchers and students. The base data will be 

archived onto the NAS system, which is a RAID, based 

system, with hot standby.  

 In case of failure of the primary, the other system 

will automatically take over for archive. The system will 

cater for a minimum of three months of base data 

storage. At the end of three months, data will be 

archived onto the Tape archive (DAT/DLT).This is 

shown in the Fig.5 

 

Fig.5 Architecture Diagram 

V.  EXPERIMENTAL RESULTS 

 The above said working of the software has been 

successfully implemented in RDA labs of ISTRAC, 

Bangalore and the results have been tested using a 

Simulator developed at the RDA Labs. The results of 

the software were successfully observed using the user 

friendly simulator and GUIs developed for the same. 

VI. CONCLUSIONS 

    This Paper is an initiative to enable radar operation 

over the internet. This initiative has two primary parts, 

Web Monitoring and Control of Doppler Weather Radar 

and second is to make the archive data available to the 

remote user. The radar parameters estimated at the radar 

site are delivered to any location that has the internet 

connectivity and displayed either in real time or archive 

mode. The radar console is also virtually transferred to 

remote site. The graphic user interface allows the remote 

users to control the radar system as well as the display 

options. 

 This paper helps the user to select operating 

parameters like scan functions, basic radar waveform 

parameters like the pulse width, PRF and Signal 

processing and Product generation parameters through a 

menu. It communicates in real-time with DSP PC`s, 

workstations and a server through the Ethernet interface, 

sends commands and receives status information from 
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all subsystems through RS-422 interface. The Auxiliary 

RC generate SH and DH parameters which is 

transmitted to RC through RSP. This project helps in 

controlling the function of DWR, diagnosing the radar 

subsystems via remotely does not exist and whenever 

subsystem problems occur, the designer need to go to 

the site location and do the maintenance. This consumes 

a considerable amount of time and due to this DWR 

comes to halt which affects the radar operation. 
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Abstract - the next major advancement in television is stereoscopic three-dimensional television (3D-TV).This paper presents a 

method for 2D to 3D video conversion based on motion information. This method deeds the different relations of pixels matching 

after motion estimation to generate depth map of the 2D video.On the edge of moving object, pixels matching degree is utilized to 

judge that the pixel belongs to foreground or background. The contour of moving object will become more distinct. Furthermore, to 

the pixel which hasn’t get correct matching, corresponding approach is given according to the object motion.Results shows that the 

proposed method improves  quality of 3D video. 

 

Keywords- 3D video, Depth map. 

 
I. INTRODUCTION  

 Three-dimensional television (3D-TV) is the next 

step in the advancement of television. Stereoscopic 

images that are displayed on 3D-TV are increasing 

visual impact and heighten the sense of presence for 

viewers. The 3D-TV  display also provide multiple 

stereoscopic views, offering motion parallax as well as 

stereoscopic information. In this 2D to 3D conversion 

method, there are two methods one is using motion 

vector &second is the edge information, the motion 

vector computing algorithms are used to find out the 

depth of image. The minimum error block and the 

corresponding motion vectors for the respective blocks 

in the reference frame. In this paper we will discuss 

some of these algorithms, and their computational 

complexity and efficiency. Video compression is vital 

for efficient storage and transmission of digital signal. 

The hybrid video coding techniques based on predictive 

and transform coding are adopted by many video coding 

standards such as ISOMPEG-1/2 and ITU-T 

H.261/263[9, 4]. Motion estimation is a predictive 

technique for exploiting the temporal redundancy 

between successive frames of video sequence [6, 7]. 

Block matching techniques are widely used motion 

estimation method. 

 The section I gives a brief introduction about 

motion estimation and depth map techniques and the 

next, section II is devoted to block matching technique  

and criteria. This discusses some notions and parameters 

related to motion estimation. Section III contains block 

matching algorithms and Section IV discusses the 

method of depth map generation. Also it summarizes the 

3D synthesis and results, followed by conclusion in the 

next section. 

II. MOTION ESTIMATION(ME) 

 The goal of Motion Estimation is to reduce the total 

amount of bits required for transmission or storage of 

the frames of an videosequence [1,2]. The basic premise 

of motion estimation is that in most cases, consecutive 

video frames will be similar except for small changes 

induced by objects moving within the frames.An MPEG 

encoder exploits temporal and spatial redundancies in 

consecutive frames. Because two successive frames of a 

video sequence often have small differences (except in 

scene changes), the MPEG-standard offers a way of 

reducing this temporal redundancy as shown in fig 

1.This Fig shows the motion estimation block and 

finding of motion vector. Which is useful to reduce 

bandwidth of a channel.

 

Fig1.   MPEG encoder block Diagram 
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A. Block Matching Criteria 

 Block-matching motion estimation (BMME) is 

themost widely used motion estimation method for 

video coding. The current frame is first divided into 

M×N pels. The algorithm then assumes that all the pels 

within the block undergo the same transitional 

movement. Thus the same motion vector, d=[dx,dy]T is 

assigned to all the pels in the block. This motion vector 

is estimated by searching for the best match block in a 

larger search window of (M+2dmx)×(N+2dmy) pels 

centered at the same location in a reference frame, 

where dmx and dmy the maximum allowed motion 

displacements in the horizontal and vertical directions, 

respectively. 

 Inter frame predictive coding is used to eliminate 

the large amount of temporal and spatial redundancy 

thatexists in video sequences and helps in compressing 

them. In conventional predictive coding the difference 

between the current frame and the predicted frame is 

coded and transmitted. The better the prediction, the 

smaller the error and hence the transmission bit rate 

There are a number of criteria to evaluate the 

“goodness” of a match. The popular matching criteria 

used for block-based motion estimation are: 

a) Mean of squared error (MSE): Considering (k -l) as 

the past references frame where, l > 0 for backward 

motion estimation, the mean square error of a block of 

pixels computed at a displacement (i, j ) in the reference 

frame is given by:  MSE , N ∑ ∑ , ,                                                            , , 2(1) 

Where, i and j are integers with respect to the candidate 

block position. The MSE is computed for each 

displacement position (i, j).MSE is the displacement 

vector which is more commonly known as motion 

vector and is given as: , arg , (2) 

b) SAD Criterion: Like the MSE criterion, the sum of 

absolute difference (SAD) too makes the error values as 

positive, but instead of summing up the squared 

differences, the absolute differences are summed up. 

The SAD measure at displacement (i, j) is defined as: SAD , N ∑ ∑ , ,, , (3) 

B. Block Size 

 Another important parameter of the (Block 

matching algorithm) BMA is the block size. 1) Smaller 

the block size it achieves better prediction quality also 

reduces the effect of the accuracy problem. In other 

words, with a smaller block size, there is less possibility 

that the block will contain different objects moving in 

different directions. 2) If the block size is larger, then it 

will introduce the prediction errors in it. So looking at 

all the aspects related with the prediction quality and the 

accuracy, the optimized block size is decided to be 8×8. 

H.263 and MPEG standards allow adaptive switching 

between block sizes of 16 × 16 and 8 × 8 on a Macro 

Block (MB) basis[4]. 

C. Search Range 

 The maximum allowed motion displacement (dm), 

also known as the search range, has a direct impact on 

both thecomputational complexity and the prediction 

quality of the BMA.  

 A small dmresults in poor compensation for fast-

moving areas and consequently m poor prediction 

quality. A large dm, on the other hand, results in better 

prediction m quality but leads to an increase in the 

computational complexity (since there are 

(2dm+1)2possible blocks to be matched in the search 

window). A larger dm can also result in longer motion 

vectors and consequently a slight increase in motion 

overhead. In general, a maximum allowed displacement 

of d= ±15 pels is sufficient for low-bit-rate applications. 

D. Block Matching Techniques 

 Motion estimation and motion compensation is a 

predictive technique for exploiting the temporal 

redundancy between successive frames of 

videosequence. Block matching techniques are widely 

used motion estimation method to obtain the motion 

compensated prediction. To represent the motion of 

each block, a motion vector is defined: as the relative 

displacement between the current candidate block and 

the best matching block within the search window in the 

reference frame.By splitting each frame into number of 

macroblocks, motion vector of each macroblock is 

obtained by using block matching algorithms which are 

as discussed below.  

III. MOTION ESTIMATION TECHNIQUE 

A  Exhaustive Search (ES) 

 This is the simplest search algorithm[11]. It goes on 

searching the full search window and the number of 

searches becomes (2W+1)2. Hence this search algorithm 

is not efficient at all. It is less complex for 

implementation, but it will induce unnecessary load on 

the processor by searching all the blocks within the 

search window[7]. Hence it is not used in finding the 

motion vectors. This algorithm, also known as Full 

Search(FS), is the computationally expensive block 

matching algorithm of all. This algorithm calculates the 

cost function at each possible location in the search 
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window. As a result of which it finds the best possible 

match and gives the highest PSNR amongst any block 

matching algorithm. Fast block matching algorithms try 

to achieve the same PSNR doing as little computation 

as possible. The obvious disadvantage to FS is, the 

larger the search window gets the more computations it 

requires. 

B.  Three Step Search (TSS) 

 This search algorithm also uses the logarithmic 

methodFig2. It searches the centre point and the 

surrounding 8 points [10]. Initially the distance kept is 

W/2. Now the centre point and the surrounding 8 points 

are searched. These points are denoted by the point 1. 

Then the best match point is found out. Now the 

previous match point is used as the centre and for the 

next searches and the distance is reduced to the half the 

previous value. Then the surrounding 8 points are 

searched. These are denoted by point 2 shown in the Fig 

2. Then the best match point is found from these 8 

search points. Then this best match point is used as the 

centre for the next search. Then the distance is reduced 

to half the previous value i.e. it will be 1 in this case. 

Then it will search for the surrounding 8 match point. 

And then find out the best match points from these 

points and this will be desired minimum error block, 

and the corresponding vector will be the motion vector 

for this block. 

C.  New Three Step Search (NTSS) 

 The new three step search algorithm (NTSS)Fig3 

has been proposed by Li, Zeng and Liou in 1994[10]. It 

is a modified version of the three step search algorithm 

for searching small motion video sequences. Therefore, 

additional 8 neighboring checking points are searched in 

the first step of NTSS. Fig 3 shows two search paths 

with d=7. The center path shows the case of searching 

small motion. In this case, the minimum matching point 

of the first step is one of the 8 neighboring checking 

points. The search is halfway stopped with matching 

three more neighboring checking points of the first 

step's minimum matching point. The number of 

checking points required is (17+3)=20. The upper right 

path shows the case of searching large motion. In this 

case, the minimum matching point of the first step is one 

of the outer eight checking points. Then the searching 

procedure proceeds in the same way as in the TSS 

algorithm. The number of checking points required in 

this step is (17+8+8)=33. 

D. Four Step Search (4SS) 

 The four step search algorithm (FSS) Fig. 4has been 

proposed by L. M. Po and W. C. Ma in 1996 [12,15]. 

This algorithm also exploits the center biased 

characteristics of the real world video sequences by 

using a smaller initial step size compared with TSS. The 

initial step size is fourth of the maximum motion 

displacement d (i.e. d/4). Due to the smaller initial step 

size, the FSS algorithm needs four searching steps to 

reach the boundary of a search window with d=7. Same 

as the small motion case in the NTSS algorithm, the FSS 

algorithm also uses a halfway stop technique in its 

second and third step search. Fig 3 shows two search 

paths of FSS for searching large motion. For the lower 

left path, it requires (9+5+3+8)=25 checking points. For 

the upper right path, it requires(9+5+5+8)=27 checking 

points that is the worst case of the algorithm for d=7. 

Fig3 showstwo search paths of FSS for searching small 

motion. For the left path, it requires (9+8)=17 

checkingpoints. For the right path, it requires 

(9+3+8)=20 checking points. There are either three or 

five checking points required in the secondor third step. 

Moreover, if theMinimum BDM checking point of that 

step is the center one, the step size is reduced by half 

and the algorithm 

 

 

Fig. 2.Three Step Search diagram. For d = 7, the number 

of checking points required 

(9+8+8)=25. The number of checking point  required 

equals to [1 + 8 log2 (d + 1)]. 

 

 

Fig .3. New three step search algorithm. 

directly jumps to the fourth step. If the step size of the 

fourth step is greater than one, then another four step 

search is performed with the first step equals to the last 

step of the previous search. The number of checking 

points required for the worst case is [18{log 2 

((d+1)/4)}+9]. 
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E. Diamond Search (DS) 

 The diamond searchFig. 5 is based on motion 

vector (MV) distribution of real world video sequences 

[16, 17]. This method employs two search patterns in 

which the first pattern called Large Diamond 

SearchPattern (LDSP) comprises nine checking points 

and forms a diamond shape. Thesecond pattern consists 

of five checking points make a Small Diamond Search 

Pattern(SDSP). The search starts with the LDSP and is 

used repeatedly until the minimumBDM point lies on 

the search center. The search pattern is then switched to 

SDSP.The position yielding minimum error point is 

taken as the final MV. The search process is shown in 

Fig 5.DS is an outstanding algorithm adopted by 

MPEG-4verification model (VM) due to its superiority 

to other methods in the class of fixedsearch pattern 

algorithms. 

f. Adaptive Rood Pattern Search (ARPS) 

 ARPS [13] algorithm Fig 6 makes use of the fact 

that the general motion in a frame is usually ordered, i.e. 

if the macro blocks around the current macro block 

moved in a particular direction then there is a high 

probability that the current macro block will also have a 

similar motion vector. This algorithm uses the motion 

vector of the macro block to its immediate left to predict 

its own motion vector. An example is by the predicted 

motion vector, it also checks at a rood pattern 

distributed points, where they are at a step size of S = 

Max (|X|, |Y|). X and Y are the x-coordinate and y-

coordinate of the predicted motion vector. This rood 

pattern search is always the first step. It directly puts the 

search in an area where there is a high probability of 

finding a good matching block. The point that has the 

least weight becomes the origin for subsequent search 

steps, and the search pattern is changed to SDSP. The 

procedure keeps on doing SDSP until least weighted 

point is found to be at the center of the SDSP. A further 

small improvement in the algorithm can be to check for 

Zero Motion Prejudgment, using which the search is 

stopped half way if the least weighted point is already at 

the center of the rood pattern. The main advantage of 

this algorithm over DS is if the predicted motion vector 

is (0, 0), it does not waste computational time in doing 

LDSP; it rather directly starts using SDSP. Furthermore, 

if the predicted motion vector is far away from the 

center, then again ARPS save on computations by 

directly jumping to that vicinity and using SDSP, 

whereas DS takes its time doing LDSP. Care has to be 

taken to not repeat the computations at points that were 

checked earlier. Care also needs to be taken when the 

predicted motion vector turns out to match one of the 

rood pattern locations. We have to avoid double 

computation at that point. For macro blocks in the first 

column of the frame, rood pattern step size is fixed at 2 

pixels. 

IV. METHOD USED FOR DEPTH GENERATION 

 Another reason for their improvement over DS isthe 

provision of multiple half-step stops. It should 

bementioned that out of the three cross search pattern 

(CSP) based variants only New cross search pattern 

(NCDS)comes closer to the performance of ARPS. The 

othersalthough an improvement on DS, do not match 

theperformance of ARPS. 

A  Extraction of motion vector 

 Variable block sizes motion estimation is adopted 

for thisscheme. The adjacent frame is chosen as 

reference frame. Which type of block will be chosen is 

decided according to theacuteness degree of movement. 

Using this method not only canretain the object edge 

detail, but also reduce the quantity of wrong matching 

blocks on background. Variable block sizes motion 

estimation technology alreadyextractsrelatively accurate 

motion vector, but on the edge ofthe object on depth 

map, the proportion of big block stillhigher, resulting in 

the large sawtooth on the object edge. In order to 

distinguish the pixel of block on object edgebelongs to 

foreground or background; we analyze the 

pixelmatching relation and give the corresponding 

processingmethods in different cases. It will improve the 

depth mapquality and generate better 3D video 

 

Fig .4.Four Step Search procedures. 

 

 

Fig.5. Diamond search method. 
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Fig.6. Adaptive Root Pattern. 

B. Initial depth generation 

 The object’s depth is proportional to its 

displacement between two adjacent frames (the size of 

the motion vector). The initial depth generation 

algorithm is defined by[16]: 

, λ , , ( 4 )Where, , ,   , are the motion vectors 

corresponding to the X axis and Yaxis direction Where 

d(i, j) is the depth value for pixel (i, j) and , ,  is the magnitude of motion 

vector. λ is the depth adjusting coefficient. Depth value 

of each pixel can be adjusted by λ .The depth map is 

gray-scale map within range of 0-255. In order to obtain 

the 3D video had a better parallax effect. We define that 

λ=255/Max (MV), where Max(MV ) is the size of 

maximum of motion vectors in the frame. 

C. Depth generation based on pixel matching 

 The experiment is extracting the motion vector is 

from two sequential frames, so it can reflect the object’s 

movement. Each pixel of one block shares the same 

motion vector.  Analyzing each pixel and its matching 

pixel further, finds the matching relations between 

pixels, which effectively solve the edge erosion 

problem. In the initial depth generation process, the 

block size can be adjusted automatically after variable 

block sizes motion vector extraction, but there are still 

many big blocks in the edge region. Therefore, the block 

on the edge of the object contains both foreground 

pixels and background pixels. It caused that the edge of 

the initial depth map has great saw tooth effect. 

Additionally, because of object’s movement, some 

pixels can’t find matching pixel from motion estimation 

between two adjacent frames. It cause that 

corresponding pixel chooses the wrong motion vector to 

generate depth value. Be aimed at above problem, on the 

edge of initial depth map, we adjust the depth value for 

each pixel according to different matching relations of 

pixels in two adjacent frames for better depth map 

[17].In the two adjacent frames, the first frame is 

prediction frame named A, the second frame is reference 

frame named B. Object moved from the position in 

frame A to the position in frame B, and motion 

estimation is used to obtain the motion vectors. All 

pixels in frame A and frame B have the following four 

matching relations. 

D. pixels in A and B were one-to-one correspondence: 

 On the edge of initial depth map foreground object 

is moving and background object is relatively static .The 

pixel  which is from foreground object, the difference 

between pixel and its corresponding pixel in reference 

frame is small. If pixel belongs to background the 

difference between the pixel and the corresponding pixel 

in reference frame is great due to change background 

object[18]. Observing the luminance difference value 

between every pixel andits corresponding pixel to 

examine that pixel belongs to foreground or background 

.Dijthe depth value: 

 

Dij=
, , , ,   (5) 

d(I,j)is initial depth value for pixel (i,j), SDY isDifference 

threshold. If pixel luminance difference is greater than 

SDY we say it is background pixel depth value is 

determined by usingthe initial depth of four neighboring 

pixels d(i-biksize,j),d(i+blksize,j),d(i,j-blksize), and d(i,j+blksize).If it is 

less than the threshold 7, we judge it as a foreground 

pixel. Its depth value was the initial depth value. 

SDY = ∑ ∑ ,    (6) 

 = is the average value of luminance N is no. of pixel, 

H and W are frame Height and width,  is a constant for 

better foreground & background pixel 0.8 

2)Multiple pixels in A corresponding to same pixel in B 

3)Pixel in A can’t find corresponding pixel in B 

4)Pixel in B can’t find corresponding pixel in A 

D. Depth map smoothing 

 To improve depth map quality several approaches 

can be chosen, eg. median filter, neighborhood 

averaging, morphological filter etc. Since the depth map 

contains a few large noise block, median filter and 

neighborhood averaging filter may not get a good effect. 

Morphological filter is adopted for proposed 2D to 3D 

video conversion scheme. Erosion and dilation 
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algorithm of morphological filter is used for depth 

smoothing. Erosion operation can erode the noise round 

the block, so it can eliminate the whole noise block. 

Dilation operation can fill the holes in foreground 

object. 

 E. 3D video synthesize 

Finally, the screen parallax value is deduced from the 

depth value by DIBR and left and right eye view is 

generated. The resultant will be the 3D video 

information for each frame all the frames are used to 

reconstruct the 3D video [17]. 

F. Implementation and Results 

 Seven different algorithms are implemented in 

MATLAB version 7.14.0.739 (R 2012) on Intel core i3 

processor. Fig.7.shows the implemented results of the 

algorithms on “vipmen.avi”. Table 1 and Table 2 shows 

computation result and the Depth map result of different 

algorithms.In depth map we know that FS gives the 

good result as compare the other algorithms although 

it’s computational complexity is high as compare to 

them.It includes video sequences of 176 * 144 .Different 

images are selected from the reference paper. In Table 

2we are comparing Depth matrix result of ARPS, NTSS, 

DS, SPE, TSS, 4SS with Full search (FS) Depth matrix 

the values shows the . As the FS method is considered 

more accurate than other search methods, the Depth 

maps generated by these method are also more accurate. 

The other columns in Table 2 indicate the number of 

Depth values which are close to depth map values 

generated by FS.  

G. Conclusion  

 From Table 2 4SS method is found more close to 

FS for container and mobile video sequences. Also, the 

other values of 4SS can be very close .if we apply some 

threshold for Depth value matching.  

Table 1. Computation point comparison of FS, ARPS, 

DS, 4SS, NTSS, TSS algorithms 
Video 

Forma

t176 

*144 

FS AR

PS 

DS 4SS NTS

S 

SES TSS 

akiyo 204.2

828 

4.9

495 

12.2

071 

15.8

081 

15.8

283 

17.0

909 

23.2

121 

coastg

uard 

204.2

828 

7.6

2 

12.9

495 

18.1

869 

18.3

586 

16.4

040 

23.3

788 

contai

ner 

204.2

828 

5.0

581 

12.2

247 

15.9

015 

16.0

303 

17.0

606 

23.2

197 

hall 204.2

828 

5.8

131 

12.3

081 

16.2

222 

16.7

626 

16.9

141 

23.2

597 

mobile 204.2

828 

5.0

455 

12.2

071 

15.8

586 

15.9

369 

17.0

783 

25.2

121 

 

 

Table 2. Depth map result comparing depth matrix of  

Video 

Format176 

*144 

FS ARPS DS 4SS NTSS SES TSS 

akiyo 396 332 342 341 368 341 365 

coastguard 396 331 331 331 331 331 331 

container 396 380 380 391 383 382 381 

hall 396 340 340 347 391 354 340 

mobile 396 380 380 391 383 382 381 

H. Results 

 

 

       Frame (T-1)                              Frame T  

 

 
    Motion vector                     Unsmoothed Depth map   

(Diamond search) 

 

 Smoothed Depth Map               3D Synthesized Result 
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       Clearly as can be seen both vacuum and corner 

technologies devices are vastly superior to others and 

among the two, corner has a higher speed (lesser delay) 

than the vacuum device but also consumes more power. 

So based on one’s priority one may choose between the 

two. 

IV. USING THE CHANNEL RGION OF THE MOS 

 The channel of the MOS is the core driver of the 

MOS characteristics and here we make an attempt to 

exploit the channel properties, namely channel depth 

and doping to improve the transition region of the 

standard CMOS inverter. In other words we aim to push 

the ‘slope’ of the saturation region of the MOS device to 

as high a value as possible here enabling to obtain 

efficient switching for relatively smaller signal swings 

around a smaller switching voltage thereby leading to 

tremendous power savings.       

Fig. 3 :  A CMOS inverter utilizing wells.(below) 

 

 Note about the above figure - Fig 3: The p-channel 

MOSFET relies on an n-type substrate. As commonly p-

type wafers are used for processing, an additional n-type 

well implant is necessary. In this well, which is a deep 

region of n-type doping, the p-channel MOSFET is 

placed. As the p-substrate and the n-well junction is 

reverse biased, no significant current flows between 

these regions and the two transistors are isolated. 

 We aim to, for the CMOS transistor shown above, 

to reduce the “thickness” of the transition region as 

shown in the steady state degradation figure below and 

reduce the voltage level of input voltage where 

switching occurs. 

Fig. 4 : Voltage characteristics of the inverter. 

 

 The voltage transfer characteristics of the 

unstressed inverter can be seen in the figure. The 

transition from the ‘on’ to the ‘off’ state is very well 

aligned around  Vdd /2. 

  Negative Bias Temperature (NBT) stress has its 

highest impact on the p-channel MOSFET during low 

input  Vin= Vlow. At this condition the transistor has a 

gate to substrate voltage of approximately - Vdd. When 

the circuit is additionally subject to thermal stress, then 

the threshold voltage of the p-channel transistor is 

degraded. As the n-channel device has a much lower 

susceptibility to this type of stress the circuit loses its 

symmetry. The switching point of the output potential 

moved to a lower input voltage. An interface trap 

density, which is already a severely damaged interface, 

reduces the switching point by more than 1V. Another 

method to achieve the same is to increase the doping 

concentration of the channel which will lead to a faster 

inversion. 

V. CONCLUSION 

     Decreasing the parasitic capacitance improves 

switching speed and power consumption in CMOS 

technologies. Depending on the type of device needed 

we may choose the appropriate spacer technology. For 

high performance device, i.e. device wherein high 

speeds are desired, we choose corner spacer structure 

technology. On the other hand, for a low standby power 

consumption device, i.e. a device where speeds take 

lesser priority than power consumption, we can choose 
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the vacuum spacer structure technology. If, however, 

both are of importance, corner spacer structure with 

vacuum and silicon oxide is the best option. We have 

also shown, graphically in the later part of the paper, 

that improving the saturation region of the voltage 

characteristics of the inverter gives us a device capable 

of running at a much lower power.                                                                                                                                                               
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Abstract - Be it home entertainment, cinema or mobile phones, 3D applications are becoming popular day by day in our routine life. 
As a result there are requirements of newer technologies and techniques which would accelerate production and improve the quality 
of 3D multimedia and on the same time fulfill the rising demands of the consumers. On screen, a 3D video/image is an illusion of 
perception of depth to the human eye. Basically, binocular and monocular cues are two types of depth cues that are exploited by the 
human being to perceive the world in three dimensions. In this paper we take an overview of 2D to 3D conversion by the extraction 
of scene depth information by converting monocular depth cues contained in video sequences into quantitative depth values of a 
captured scene. The need of 2D to 3D conversion and certain related aspects are discussed in introduction in section one. The second 
section comprises of a detailed discussion of some recent techniques employed for depth extraction from a single image using 
pictorial cues. The stereoscopic or multi view generation by depth image based rendering using depth maps is discussed in the third 
section. The fourth section conveys the summary and outlook. 

 
I. INTRODUCTION  

 A 3D (three-dimensional) video or 
stereoscopic video is a motion picture that enhances the 
illusion of depth perception. Depth perception is the 
ability to see the world in three dimensions and to 
perceive distance. The images projected on each retina 
of a human eye are two dimensional. From these flat 
images, we construct a vivid three-dimensional world. 
To perceive depth, human brain depends on two main 
sources of information one is monocular cues, and other 
is binocular disparity. Monocular cues are cues to depth 
that are effective when viewed with only one eye, and 
these include, interposition, atmospheric perspective, 
texture gradient, linear perspective, size cues, height 
cues, and motion parallax [1]. Our eyes are spaced apart. 
The left and right retinas receive slightly different 
images. This difference in the left and right images is 
called binocular disparity. The brain integrates these two 
images into a single image, allowing us to perceive 
depth and distance, and thus adds a third dimension to 
the image. And nowadays, videos and images having 
this third dimension have triggered a great rising 
demand in market from the consumers. 

 To meet the initial rising demand for 3D video 
content, it is unrealistic to rely only on the production of 
new 3D videos. This necessitates the development of an 
efficient 2D-to-3D conversion system, which would cut 
down the cost of 3D content creation and will allow 
consumers to enjoy their conventional DVD or Blu-Ray 
content etc. in stereoscopic 3D.  

 The most  fundamental technique in conversion 
from 2D to 3D is by sticking to the principle of 
binocular disparity, by using the original image as a left-
eye view and to generate a new image as the right-eye 
view by horizontally shifting local regions of the 
original image, using a cut-and paste process. Using this 
method, stereoscopic depth can be created and any 
artifact in the new image would tend to be masked by 
the higher picture quality of the original image 
presented to the left eye [26]. However more laborious 
techniques are needed to deal with images that have 
multiple small objects, large areas with low textures, 
and gentle gradations of depth. 

 A better solution of 2D-to-3D video conversion 
process requires depth map estimation. A depth map is 
an 8 bit grey scale image, in which grey level 0 indicates 
the furthest distance from the camera and grey level 255 
indicates the nearest distance. If depth information could 
be derived from the original 2D video sequence, then 
3D content can be generated in the format of stereo 
videos via a process known as depth image based 
rendering [3-4].  

 The extraction of scene depth information aims to 
convert monocular depth cues contained in video 
sequences into quantitative depth values of a captured 
scene. This value can be captured by using pictorial cues 
and motion cues in a picture. In this paper we will 
concentrate on pictorial cues as pictorial depth cues are 
the elements in an image that allow us to perceive depth 
in a 2D representation of the scene. 
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 The generation of depth information from pictorial 
cues embedded in an image can be subdivided into real 
and artificial depth information from available pictorial 
cues. By “real” signifies relative depths between objects 
in the scene. The second approach creates artificial 
depth information by exploiting pictorial cues that are 
commonly found in all scenes. Basically there are three 
categories of pictorial cues commonly used to extract 
depth information. These are Depth from focus/defocus 
(blur), depth from geometric cues and depth from color 
and intensity cues. 

 Accommodation is the mechanism of the human 
eye used to focus on a given plane in depth. Real 
aperture cameras do similarly by focusing on a given 
plane. This in practice makes the rest of the scene 
blurred in a measure that depends on the distance to the 
focusing plane of the optics. This mechanism can be 
exploited for the generation of depth information from 
captured images, which contain a focused plane and 
objects out of the focused plane. This concept is known 
as depth-from-focus/defocus, which is one of the first 
mechanisms to be employed to recover the depth from 
single images [27][28]. 

 Depth from geometric cues is an interesting 
approach to obtaining depths from a 2D image. 
Geometric related pictorial depth cues are linear 
perspective, known size, relative size and height in 
picture, interposition, and texture gradient. Variations in 
the amount of light arriving to the eye could also 
provide information of the depth of objects. This type of 
variation is reflected on captured images as variations of 
intensity or changes in color. Some recent and effective 
techniques exploiting pictorial cues for depth extraction 
from a single image are discussed further. 

II. DEPTH EXTRACTION USING PICTORIAL 

CUES 

 Pictorial cues provide vital information using which 
a depth map of a single image can be computed. These 
cues are broadly classified into three categories which 
are depth from focus/defocus (blur), depth from 
geometric cues and depth from color and intensity cues. 

A. Depth extraction using defocus / blur level feature 

 When an image is in focus, knowledge of the 
camera parameters can be used to estimate the depth of 
the object point. When the image is defocused, the 
structure can be recovered through an estimation of the 
defocus blur. In conventional methods using depth from 
focus or defocus, multiple images from fixed view point 
with different focal length are taken by the camera. 
Some of focal lengths to obtain the best focused image 
or defocus value are used, which also can be used to 
calculate object distance.  

 In focus method, the images of object from 
different distances are used. In this method the changes 
in the object in focus distance, is compared to that in out 
of focus distance that caused the object to appear 
blurred; thus relative depth of objects can be estimated. 
Subsequently, by using the estimate of the blur, one can 
recover the depth information in the scene with the 
knowledge of the lens parameters. 

 Here we discuss a method for obtaining depth using 
the defocus blur image from the objects located in 
unknown distance from the camera. The relationship 
between depth and defocus blur obtained depends on 
camera focus range and blur observed in the image. 
Using fixed camera parameters data for blur spot 
determined at unknown distance to the camera, the 
depth of an object located in every position can be 
calculated using depth-blurring function. Thus, this 
method is capable to estimate depth from one defocus 
image taken by camera. For any point in the object, 
therefore, one marking point will be recorded on image 
sequence. Now if the focus on point of the object is 
properly adjusted, that point is visualized and if the 
point is not in focus, the image is to be formed before or 
after the sensor and that marker point appears as a circle, 
such that the more the distance of formed point from 
image sequence, the larger the diameter of blur circle or 
circle of confusion. 

 For a camera lens model with focal length f, the 
relationship between the position of a point in the scene 
and the corresponding focused position in the image is 
given by a well known lens formula: 

(1/f) = (1/p) + (1/q)   (1) 

 Where p is the distance of the object A from the 
lens on one side, and q is the distance of the image plane 
from the lens on the other side (Fig. 1). If we consider 
an object point B with a distance z from the lens, then 
Eq.(1) can be rewritten as: 

(1/f) = (1/z) + (1/z')   (2) 

 Where z’ is the distance of the virtual focus position 
from the lens. Furthermore, the corresponding image 
point of B is modeled as a blur circle. From Eq. (2) and 
the relation:  

(d / D) = [(q-z’)/z’]   (3) 

The diameter d of the blur circle is given by: 

D = Dq  [(1/f)-(1/z)-(1/q)]    (4) 

where D is the diameter of the lens and q is the distance 
from the lens to the image plane. Since the distance q is 

generally unknown, substituting eq.(4) in eq.(1) yields: 

d = ((Dpf)/(p-f)) ((1/p) - (1/z))   (5) 
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Fig. imaging model for defocus blur in camera image 
plane. 

 That is, the size of the blur circle for any scene 
point located at a distance z from the lens can be 
calculated by Eq. (5). It is clear that the blur circle 
diameter d depends only on the depth z if fixed camera 
settings of D, f and P are given. Considering these fixed 
camera parameters eq.(5) can be easily rewritten as: 

C = (Df) /(p-f)     (6) 

Where, d = c -  (cp / z)   (7) 

 From these equations, the size of the blur circle is 
identified to be linearly related to distance of the object. 
Moreover, the closer the depth distance z to the camera 
focal, the smaller the diameter of blur circle. 
Information required for Eq. (6) can be directly obtained 
from the camera used. 

f# = f / D    (8) 

 Considering fixed camera internal parameters, the 
amount of blurring of an object has direct relation with 
distance between object and camera or object depth. As 
seen from Fig.[] for fixed camera parameters, it was 
found out that the change in object distance from the 
camera has direct relationship with amount of defocus 
blur in object in the image. 

A. Depth Map Extraction Using Geometric and 

Texture Cues 

 Here we discuss a framework to estimate depth map 
based on both geometric and texture cues extracted from 

 

 

 

 

 Fig. Object images Sample with fixed camera 
parameters (focal length is considered 500mm) in 
different distance from camera, a) distance is 500 mm, 
b) distance is 1000 mm, c) distance is 1500 mm, d) 
distance is 2000 mm. a single image. The geometric cue 
computed from the extracted lines with respect to 
perspective geometry generates an initial depth-map; the 
texture cue obtained from image intensity based 
segmentation is utilized to refine the initial depth-map 
into a final depth-map for 2D to 3D image conversion. 
As shown in FIG a single image is used as input source 
of two different process chains: one is for extracting 
geometric cue i.e. vanishing point, based on line features 
and the other is for obtaining texture cue from intensity 
based segmentation i.e. superpixel[29]. The first stage of 
acquiring geometric cue is to obtain lines in the input 
image by applying the Hough transform [6]. As 
proposed in [7], the vanishing point is estimated by eq 

(9) in polar space. The vanishing point plays a critical 
role to estimate perspective geometry that gives rise to 
depth perception to human [8]. 

, w ρ x cosθ  y sinθ     (9) 

 From the perspective geometrical view, we assume 
that the vanishing point is the farthest distant point in 
the input image. After obtaining the estimated vanishing 

 

Fig. System for depth map generation using geometric 
and texture cues.  

 point, we now generate an initial depth-map based on 
Gaussian distribution with the estimated vanishing point 
as its mean. Among several segmentation techniques, 
we apply graph-based segmentation [9] for obtaining 
texture cue. Each segment is likely represented one 
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single object in the image. We can generally assume that 
abrupt depth changes do not occur in the same segment 
but do between different segments. Finally the 
framework combines the geometric cue with the texture 
cue by assigning depth values, which are based on the 
initial depth-map, in each segment as same as possible. 

 Experimentation shows that the vanishing point can 
lie outside the image like in [geo base paper] the 
computed vanishing point is located outside the image, 
at (-396,426). Fig. shows extracted lines for estimating 
vanishing point from eq.(9).The graph-based 
segmentation is depicted in Fig. 2 (c) and the refined 
depth-map is shown in Fig.2 (d). 

 

    (a)                                                            (b) 

 

1. Depth map using edge information 

 The edge of an image has a high probability of 
being the edge of the depth map. If pixels at similar 
intensity level are grouped together, a relative depth 
value can be assigned to each grouped region. Fig. 

shows a conversion system using edge information. The 
algorithm initially chooses an effective grouping method 
such that all the pixels of a block based image, lying in a 
certain group have similar colors and spatial locality. 
Initially a block based image is divided into a certain 
number of macroblocks of size 16-by-16. A single 
macroblock consists of 16, 4-by4 nodes. As seen from 
Fig.  Each node is a 4-by-4 pixel block, and each node is 
four-connected. The value of each link is assigned as the 
absolute difference of the mean of neighboring blocks: 

Diff (a,b) =| Mean(a) - Mean(b) |                 (10) 

 Where, a and b denote two neighboring blocks, 
respectively, and Mean(a) represents the mean color of 
a. This value measures the similarity strength of 

neighboring blocks. A smaller value implies a higher 
similarity between the two blocks. 

 Further, the blocks are segmented into multiple 
groups by using the minimum spanning tree 
segmentation. The links of stronger edges are then 
removed to generate multiple grouped regions. Thus the 
image is segmented into multiple groups, each having 
distinct intensity or color mean. The MST algorithm 
[12] identifies the coherence among the blocks with 
both the color difference and the connectivity without 
generating many small groups. 

 

Fig. 2D to 3D Conversion system using depth 

information. 

 

 

Fig. Block based region grouping. 

 

Fig. Depth map gradients left, left-down, bottom-up, 

right-down  and right. 

 After generating the block groups, the 
corresponding depth is assigned by the hypothesized 
depth gradient (Fig. 5) based on the linear perspective 
information. When each scene change is detected, the 
linear perspective of the scene is analyzed by a line 
detection algorithm using Hough transform [9]. The 
depth value of a given block group R is assigned by: Depth128255 W x width 2⁄width   W y height 2⁄height ,   _  

      (11) 

 Where, |W | |W | 1. 

Video/

Image

Grouping 
Blocks into 
Regions 

Using Edge 
information

Depth 
assignmen
t using 
depth 

hypothesis

Cross 
bilateral 
filter



 An Overview of 2D to 3D Conversion Exploiting the Depth Information from Pictorial Cues     

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

213 
 

 The above equation suggests that the assigned depth 
value is the gravity center of the block group, explaining 
why each block group belongs to the same depth. 

 The depth map generated by block-based region 
grouping contains blocky artifacts. Here, the blocky 
artifacts are removed by using the cross bilateral filter 
[7][8], as expressed in the following equation: Depth x1 e . σ   σ Depth x 

Ω

  12  

N x
e .

σ
  

σ

 

Ω

                      13  

 Where u(xi) denotes the intensity value of the pixel 
, Ω( ) represents the neighboring pixels of  N( ) 

refers normalization factor of the filter coefficients, and 
 is the filtered depth map. The window size 

depends on the block size configured in the block-based 
region grouping stage. The cross bilateral filter 
smoothens the depth map properly while preserving the 
object boundaries and a refined depth map is obtained as 
shown in Fig. 

 

 

2. Stereoscopic generation from depth maps. 

 We have studied different techniques of extracting 
depth information for every pixel from an image, and 
thus obtaining a depth map, in which the depth 
information is coded as luminance intensity level, 
usually lighter values for closer distances and darker 
values for farther distances. And as we have the original 
image and its computed depth map, we can generate a 
3D or stereoscopic view using (DIBR) Depth Image 
Based rendering technique. As shown in Figure 1, left-
eye and right eye images at virtual camera positions cl 

and cr can be generated for a specific camera-baseline 

indicated by t, if knowledge of the focal length, f, and 
the depth, Z, from the depth map is provided [3]. The 
geometrical relationship shown in Figure 1 can be 
expressed mathematically as in Equation 1 and the 
extent of pixel shifting can be computed:    ,      (14)  

 DIBR is particularly useful for multi view 
stereoscopic systems that typically require between 
eight and sixteen views of a visual scene. There has also 
been great interest in the use of DIBR with respect to the 
development of a practical 3D-TV system because the 
method allows for efficient transmission and storage 
[4][5]. 

 

 

Summary and OUTLOOK 

 The fundamental principle of converting from 2D to 
3D is to horizontally shift the pixels of an original image 
to generate a new version (left/right) of it, using the 
original image and its depth map. This paper 
summarizes the importance of pictorial cues and 
discusses some recent techniques employed for depth 
map generation using these pictorial cues. Edges are 
important features, which provide an indication of the 
shape of the objects in the image/video. Thus the study 
and analysis of object edges plays vital role in depth 
map extraction from an image utilizing its monocular 
cues. 
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Abstract- Design of On-line Interactive Data Acquisition (IDACS) and its control System is a challenging part of any measurement, 

automation and development of on-line Interactive Data Acquisition and Control System applications. This system uses the standard 

Internet Protocol Suite (TCP/IP) to serve billions of users worldwide. This system uses Beagle Board portability with Real Time 

Linux operating system (RT LinuxOS) it makes the system more real time andhandling various processes based on multitasking, and 

reliable scheduling mechanisms. This paper approached towards the design and development of on-line Interactive Data Acquisition 

and Control System (IDACS) using Beagle Board based embedded web server. Web server application is ported into a Beagle Board 

using embedded C’and JSP (JAVA) language. Web pages are written by Hypertext mark-up language (HTML). 

 

Keywords-Beagle Board, Apache Tomcat Web Server, Ultrasonic Sensor, RTLinux Operating System, Interactive Data Acquisition 

System ( IDACS), Camera etc. 

 
I. INTRODUCTION  

 The Development of Embedded Technology, 

embedded data acquisition and remote monitoring 

technology in production data monitoring applications 

has become a new trend. On-line Interactive Data 

Acquisition and Control system plays the major role in 

the rapid development of the fast popularization and 

control in the field of measurement and control systems. 

It has been designed with the help of much electrical, 

electronic and high voltage equipment; it makes the 

system more complicated and not reliable. This paper 

approaches a new system that contains inbuilt Data 

Acquisition and Control system (DACS) withinbuilt 

ADC along with an on-line interaction. It makes the 

system more reliable and avoids more complication. It is 

great demand in consumer application and 

manyindustries. This system replaces various complex 

cables which are used for acquisition and it uses Beagle 

Board for data acquisition and digital diagnosis. A 

single worker can the machine and collect the various 

data fromon-going work in a single work station and 

controlling of machine would be easier The simplest 

design of data acquisition system is detailed in 

[1].Which is Based on Linux Operating System [2], The 

design of flexible, reliable, data Acquisition architecture 

was approached in [3].Where the software resources are 

stored in local memory to avoid the level of resource 

usage and increases system’s efficiency. This system 

process the client based on dynamic manner by server 

responseand it maintains separate data base with DAC 

controller. Where the shared memory and internet 

protocols (TCP/IP) are used for data handling and 

process from remote users. This system we can also 

develop with global positioning system (GPS) and 

environmental monitoring system. It reduces the system 

complexity and effective for all kind of real time 

applications. Every real time embedded system should 

be run by real time operating systems. Even a small 8-

bit microcontroller has the portability with RTOS is 

developed in [4]. In this paper Real time Linux 

Operating system is ported in Beagle Board. Generally 

all Beagle Board versions have portability with higher 

end RTOSes. This RTLinux RTOS is very effective for 

many embedded application discussed in [5] & [6]. 

Here the embedded web server application is developed 

and ported into Beagle Board with this setup. This 

single Beagle Board has been act as data acquisition 

unit, control unit, embedded web server andself-

diagnosis.All processes are allocated with essential 

resources and associated with reliable scheduling 

algorithms and internet protocols followed by Beagle 

Board. This miniaturized setup reduces the complexity 
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& size of system and whichgives the good performance 

as well. 

Fig.1 System overview 

 Fig 1 shows the overview of Interactive Data 

Acquisition and Control system. Every client can access 

the industry directly without any interaction with 

additional server and modules. This system contains 

single Beagle Board which is portable with Real Time 

Linux RTOS.BeagleBoard is the heart of this work. It 

handles two modes at same time, DAC and Web server. 

During DAC mode Processor can   measure signals 

which are coming from various external sources and 

applications. And it can control the industry machineries 

by the control instruction sent by client via embedded 

web server, apart from that client can directly watch live 

video they can see what’s happening at the industry side 

and going forward client can take appropriate action. 

This system uses RTLinux so it can handle many 

interrupts in an efficient manner because RTLinux has 

pre-emptive kernel with required privilege levels. 

Similarly during web server mode processor will handle 

client request and response to the particular client by 

sending web pages, client can interact the industry by 

giving instruction in web page on its own web browser. 

This setup can be suitable for inter communication with 

other nodes via Ethernet and higher end ports. Ethernet 

programming and execution is very easy and adaptable 

with various applications. Embedded web pages are 

designed by HTML language. 

II. SYSTEM DESIGN 

 Hardware, Software Requirement, and Porting are 

the important steps in whole system design. 

A. Hardware Designof the System 

1) IDACS Design 

 Interactive data acquisition and control system 

design is   the major part in hardware. Beagle board is a 

centre core of this system. The generalhardware 

structure of the IDACS is shown in Fig 2. Theon-line 

intelligent data acquisition and control system basedon 

embedded Beagle Board platform has high universality, 

eachacquisition and control device equipped with 

acquisition/control channels and isolated from each 

other. The measureddata are stored in external memory 

(Micro-SD Card) in which the memory isact as a data 

base during web server mode. The Beagle Board 

directly supports the Ethernet service and RS232 

communication. Hence the data has been stored 

andcontrolled by some other PCs or network via 

RS232& Ethernet. Beagle Board has internal I2C, I2S, 

and SPI module. So it hasthe ability to communicate 

with any other peripherals with very much good speed. 

 

Fig. 2 General Structure of the IDACS (BB Core) 

 I2S is interface is provided on Board (integrated 

interchip sound) is an electrical serial bus interface 

standards used for connecting digital audio device 

together.I2C is the wired communication protocol to 

communicate with other processor or peripherals 

through two wired link, it is used to connect the low 

speed peripheral to embedded system. This system has 

uses LED’s to display the information about status of 

the machine and we can also interface the LCD which 

makes the debugging andmodification of the parameter 

easy. As the embedded Ethernet interface makes the 

remote data exchange between the applications become 

very easy. The Ethernet is one of the most popular 

packet-switched LAN technology with a bandwidth 

available of such as 10Mbps, 100Mbps, and 1Gbps and 

whereas bus has maximum length of 2500m (500m 

segments with 4 repeaters). 

2)  Camera andUltrasonic Sensor 

 This system uses the camera where in which it keep 

on sending live update’s to the client, client have a 

direct access of on-line records and in the mean client 

can see the live video sitting at the remote place’s and 

later they can go ahead and control the machine and 

apart from this we can also connect the ultrasonic 

sensor, if anybody disturbs to the sensor(any obstacle) it 
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sends an updated value to the remote client, based on the 

sensor value retrieved by the clientcan take appropriate 

action. 

 Apart from this if we interface the temperature 

sensor means we can monitor room temperature also. 

3)  Beagle Board-xM 

 This system uses Beagle Board portability with 

Real Time Linux operating system,BeagleBoard-xM 

delivers extra ARM ® Cortex TM -A8 MHz now at 1 

GHz and extra memory with512MB of low-power DDR 

RAM, this board has an open hardware design improves 

upon the laptop-like performance and expandability and 

Direct connectivity is supported by the on-board four-

port hub with 10/100 Ethernet, while maintaining a tiny 

3.25" × 3.25" footprint.DM3730 processor is the heart 

of the Beagle Board-xM. 

4)  RS232 Communication 

 This RS232 DB-9 (usually called DB-9) port is very 

common and available at most of any Devices and many 

other computers, to allow compatibility among data 

communication equipment made by various 

manufactures, an interface standard called RS232 was 

set by the Electronics Industries Association (EIA)in 

1960[7].today RS232 is most widely used serial I/O 

interfacing standard. This system serial port interface is 

single ended (connects only two devices with each 

other), the data rate is less than 20 kbps. . 

B. Software Design of theSystem 

1)  Real Time Linux 

 RTLinux is a hard real-timeRTOSmicrokernel that 

runs the entire Linuxoperating system as a fully pre-

emptive process, It was developed by Victor 

Yodaiken.RTLinux provides the capability of running 

special real-time tasks and interrupt handlers on the 

same machine as standard Linux [8].RTCore is a POSIX 

1003.13 PE51 type real-time kernel, something that 

looks like a multithreaded POSIX process with its own 

internal scheduler [9]. RTCore can run a 

secondaryoperating system as a thread, this is a peculiar 

model: a UNIX process with a UNIX operating system 

as a thread, but it provides a useful avenue to 

modularity. RTLinux is RTCore with Linux as the 

secondary kernel. Real-time applications run as real-

time threads and signal handlers either within the 

address space of RTCore or within the address spaces of 

processes belonging to the secondary kernel. Real-time 

threads are scheduled by the RTCore scheduler without 

reference to the process scheduler in the secondary 

operating system. The secondary operating system is the 

idle thread for the real-time system. The virtual machine 

virtualizes the interrupt controller so the secondary 

kernel can preserve internal synchronization without 

interfering with real-time processing. 

 

Fig .3 RTLinux Run Time Model 

 As unlike Linux, RTLinux provides hard real-time 

capability. It has a hybrid kernel architecture with a 

small real-time kernel coexists with the Linux kernel 

running as the lowest priority task. This combination 

allows RTLinux to provide highly optimized, time-

shared services in parallel with the real-time, 

predictable, and low-latency execution. Besides this 

unique feature, RTLinux is freely available to the 

public. As more development tools are geared towards 

RTLinux, it will become a dominant player in the 

embedded market. RTLinux is a typical dual-kernel, one 

is Linux kernel, which provides various features of 

general purpose OS, other one is RTLinux kernel, which 

support hard real time capability. Fig 3 illustrates the 

RTLinux architecture. 

2)  System Design Flowchart 

 

Fig. 4 Client side Program Flow  
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 The Client can enter into the server by entering 

appropriate URL (with known IP address of Board), 

once the server responds it will ask for username and 

password, after giving valid username and password, 

client can access the industry by reading sensor value or 

based on video access, and client can take appropriate 

action on the machine. 

 

Fig 5.Server side Program flow. 

 Configure Apache by exporting an appropriate path 

to Apache Tomcat, then it starts the server(now beagle 

board acting as web server),once server gets started, it 

will waits for the clients request. 

3) Apache Tomcat (Web Server) 

 Apache Tomcat (or simply Tomcat, formerly also 

called Jakarta Tomcat) is an open sourceweb server and 

servletcontainer developed by the (ASF) [10]. Tomcat 

implements the Java Servlet and the JavaServer Pages 

(JSP) specifications from Oracle Corporation, and 

provides a "pure Java" HTTPweb server environment 

for Java code to run. It provides a java virtual machine 

and also associates the elements to give a complete java 

runtime environment and it also provides web server 

software to make the environment accessible on Web. 

 

Fig. 6Structure of Apache Tomcat. 

 The above figure shows the General Structure of 

Tomcat which mainly consists of Servlet/JSP Container, 

HTTP connector and JSP engine. Tomcat runs as a 

Windows service or Linux or Unix Daemon, 

awaitingconnections (by default) on port 8080[11].A 

single instance of Tomcat can provide several service, 

through this is unusual. Each Tomcat service will be 

have at least one (and possibly more)connectors, and at 

least one in which an engine such as catalane provides a 

service’s 

4)  TCP/IP (Internet Protocols) 

 Lightweight IP (LwIP) is a widely used open 

sourceTCP/IP stack designed for embedded systems, 

LwIP was originally developed by systems. 
Improvements achieved by LwIP in terms of 

processingspeed and memory usage, Most TCP/IP 

implementationskeep a strict division between the 

application layer and thelower protocol layers [12].As in 

many other TCP/IP implementations, the layered 

protocol design was used as a guide for the LwIP design 

and implementation [9].This protocol implements 

inorder to improve performance both in terms of 

processing speed and memory usage. Hence RTLLwIP 

is more suitable for embedded systems. 

III.  RESULTS AND DISCUSSIONS 

 

Fig.7Booting Linux on the Beagle Board-xM 
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Fig.8Apache Tomcat running at the Server side 

 The above Figure 7 shows for the Booting Linux on 

the Beagle Board, once the board is booted later we 

configure the Apache as shown in Figure 8, the remote 

client can enter the server by giving authorised 

username and the password, after entering in to the 

Apache Server the user has to access industry or they 

can control the machine. 

 

 

Fig.9 Web Page requested by Client 

  

 The above Figure shows a simple web page 

designed using HTML language. It is requested by the 

client to server. Then the internet processes these 

request and server response for client request with web 

page. Now the Client can know the status of industry 

machineries and can control the machines via its own 

browser from remote location along with this client can 

have video access over their own browser. It is showed 

in Fig.10, 11&12. 

 

Fig. 10 Host System and the Target Board Hardware 

 

 

Fig. 11 Video accessible by the remote client 

 

 

Fig. 12 Web page sent by Target board to the remote 

Client 

. Hence, results show that the client can access the 

wholeindustry from any remote place via its own local 

browser. In industry the single Beagle Board acts as data 

acquisition and control system and as web server, so the 

system is compact with less complexity. This system 

replaces the traditional system for remote access and 

control by embedded web server with Real Time Linux 

operating system. 

IV.  MERIT OF THE SYSTEM 

A) Existing System 

 The use of single chip Data acquisition system 

(DAS)method in Instrumentation and process control 
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application isnot only limited in processing capacity, 

with limited memory and also the problemof poor real 

time and reliability. General web server requiresmore 

resources and huge amount of memories. This 

systemcan only measure the remote signals and it cannot 

be used tocontrol the process and also which is having 

limited capacity and lack in performing a real time 

operation. Thissystemuses ARM9 embedded processor 

which is of very limited memory and processing speed 

also low.to overcome this problem we gone for 

proposed system. 

B) Proposed System 

 Because of the limited processing capacity, limited 

memory and the problem of poor real time and 

reliability of DAS system has been overcome by the 

substitution of embedded Beagle Board for single chip 

method to realize interactive data acquisition and control 

(IDACS). This IDACS system can able to measure the 

remote signals and can control the remote devices 

through reliable protocols and communication network 

(TCP/IP). 

 Advancement in technology is very well reflected 

and supported by changes in measurement and control 

instrumentation. This system uses the Camera and 

Ultrasonic Sensor which are helps in monitoring the 

machine and in mean while the client can also see the 

live video while accessing at on-line by seeing this 

video still they can have control and monitoring of the 

machine’s. And also this system uses RTLinux Multi-

tasking operating system to measure and control the 

whole process (fully pre-emptive). And the embedded 

web server mode requires less resource usage, high 

reliability, security, controllability and portability. 

V. CONCLUSIONS 

 An advancement in technology is very wellreflected 

and supported by changes in measurement and control 

instrumentation, with the rapid development of the field 

of industrialprocess control and the wide range of 

applications of network, intelligence, digital distributed 

control System, it is necessary to make a higher demand 

of the data accuracy andreliability of the control system 

This embedded Beagle Board system can adapt to the 

strict requirements of the data acquisition and control 

system such as the reliability, functionality, size, cost, 

power consumption, and remote access and so on. This 

system operated by DACS mode to acquire the signals 

and control the devices remotely. Embedded web server 

(Apache Tomcat) mode is used to share the data with 

clients in online. Both modes are efficiently carried out 

by real time multi-tasking operating system (RTLinux-

os). This system can be Widely applied to petroleum, 

electric power, chemical, metallurgy, steel, 

transportation,Electronic & Electrical industries, 

Automobiles, Home security and so on. In the future 

implementation we can also interface the temperature 

sensor, and same system can also develop with GPRS. 
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Abstract -  Due to the proliferation in the number of vehicles on the road, traffic problems are bound to exist. This is due to the fact 

that the current transportation infrastructure and car parking facility developed are unable to cope with the influx of vehicles on the 

road. In India, the situation are made worse by the fact that the roads are significantly narrower compared to the west. Therefore 

problems such as traffic congestion and insufficient parking space inevitably crops up. In his paper we describe an Intelligent Car 

Parking System, which identifies the available spaces for parking using sensors, parks the cars in an identified empty space and gets 

the car back from its parked space without the help of any human personnel. A Human Machine Interface (HMI) helps in entering a 

unique identification number while entry of any car which helps in searching for the space where the car is parked while exit. An 

Indraconrol L10 PLC controls the actions of the parking system. The PLC is used to sequence the placing and fetching of the car via 

DC motors. We have implemented a prototype of the system. The system evaluation demonstrates the effectiveness of our design 

and implementation of car parking system. 

Keywords - Proximity sensor, Infrared sensor, DC motor, Programmable Logic Controller. 

 
I. INTRODUCTION  

 The Intelligent Car Parking System is being 

designed for developing a user friendly, intelligent and 

automated car parking system which greatly reduces 

manpower, land area for parking, fuel consumption of 

the vehicle and reduces carbon emissions. 

 A few existing studies focused on the applications 

of car parking system using sensor technologies. Few 

systems adopt cameras to collect the information in car 

parking field. However, a video sensor has two 

disadvantages; one is that a video sensor is energetically 

expensive and the other is that a video sensor can 

generate a very large amount of data which can be very 

difficult to transmit in a wireless network. These greatly 

limit the application of video sensor. The system in [1] 

adopts wireless sensors in a car park field and each 

parking lot is equipped with one sensor node, which 

detects and monitors the occupation of the parking lot. 

The status of the parking field which is detected by 

sensor nodes is reported periodically to a database via 

the deployed wireless sensor network and its gateway. 

The database can be accessed by the upper layer 

management system to perform various management 

functions, such as finding vacant parking lots, auto-toll, 

security management, and statistic report. The system in 

[2] adopts vision based system which is able to detect 

and indicate the available parking spaces in a car park. 

The methods utilized to detect available car park spaces 

were based on coordinates to indicate the regions of 

interest and a car classifier. The work done indicated 

that the application of a vision based car park 

management system would be able to detect and 

indicate the available car park spaces. 

 Unlike the above ideas, where it is only aimed at 

finding out the vacant car parking space, the idea of 

making a prototype of an Intelligent Car Parking System 

was thought of, where this system would identify the 

available spaces for parking using sensors, park the cars 

in an identified empty space and gets the car back from 

its parked space without the help of any human 

personnel. 

 In this system it is required to sense empty space 

and the respective floor where the car can be parked. 

This could be done with the help of sensors so; various 

sensors that are available are temperature sensor, 

Infrared sensor, UV sensor, Touch sensor, proximity 

sensor, bio sensor, image sensor and acceleration 

sensor. Thus, for finding the floor in which the empty 

space is present, Infrared sensors are used as it emits 

and /or detects infrared radiation to sense a particular 

phase in the environment. It is easy to interface and is 

readily available in the market. Now, for sensing the 

empty space in a particular floor, proximity sensors are 

used as it detects the presence of objects that are nearly 

placed without any point of contact. 

 This system also required a motor for the 

movement of the mechanical arm which would be 
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placing and fetching the car. The motors that are 

available are DC motors and stepper motors. So, it was 

thought of using DC motor as, DC Motors have several 

advantages over stepper motors. When it comes to 

speed, weight, size, cost, DC motors are always 

preferred over stepper motors.  The direction of rotation 

of motor can be controlled, so, the encoding of the 

rotation can be made by DC motor i.e. keeping track of 

how many turns are made by the motors etc. Stepper 

motors jerks when it rotates. So it can be seen that DC 

motors are better than stepper motors. Thus two DC 

motors are used, one for vertical movement of the 

mechanical arm and the other one for the clockwise and 

counter clockwise rotation of the mechanical arm. The 

two way rotation of the DC motor is achieved by using 

the L293D dual motor driver circuit. 

 This system also required a controller to control the 

functions of the whole system. The various types of 

controller’s are Microcontroller, PIC microcontroller, 

micro processor and Programmable Logic Controllers. 

So, Programmable logic controller (PLC) is chosen as it 

is easy for technical’s to be dealing with ladder logic 

more than C or assembly or other programming 

language. The ladder logic is a very simple way of 

interfacing it like turning motors on and off based on a 

set of inputs. In PLC the logic is obvious and easily 

modifiable. PLCs more suitable for industrial 

applications, they can bear the dust and hits. 

Based on this Literature Survey, the idea adopted for the 

project entitled “Intelligent Car Parking System” was to 

use Infrared Sensors instead of wireless sensors as it is 

of low cost, readily available, proximity sensor, DC 

motor instead of stepper motor and Programmable 

Logic Controller. 

II.  REQUIREMENT ANALYSIS 

 In this section, we describe the requirements of 

designing an intelligent car parking system. Although 

the conventional requirements of a car parking system 

can be easily satisfied. In the following we list, some 

important requirements of a car parking system. 

The common goal for all car parks is to attract more 

drivers to use their facilities from the business aspect. 

Thus, their basic facilities are required to fulfill the 

following conventional requirements: 

(a) The location of the car park should be easy to 

find in the street. 

(b)  The entrance of the car park should be easy to 

discover. 

(c) The number of parking lots should be 

abundant. 

(d) A parking lot should obtain a large space 

enough to park a car in. 

(e) Easy to exit and re enter on foot. 

 However an intelligent car parking system should 

provide more convenience and automation to both the 

business and the customers. It should also satisfy the 

following requirements: 

(a) It should have a compact structure, Low cost of 

ownership and simple; user friendly safe 

retrieval process prevents damage to vehicles. 

(b) It should provide environmental protection by 

reducing vehicular emissions and general 

energy savings. 

(c) It should provide safety of vehicle by 

preventing damages or dents to the car are 

avoided while parking through narrow drive 

ways.   

(d) It should easily accommodate all types of car’s 

and SUV’S. 

 In accordance with the above requirements, an 

intelligent car parking system should minimize human 

operations and supervisions, so as to reduce the 

manpower and the loss from human mistakes. Also, the 

car park system is required to provide higher accuracy, 

robustness and flexibility in operations, more 

convenience to customers, lower cost of operating and 

maintaining overall system. 

III.  DESIGN AND IMPLEMENTATION 

 In this section we describe the design of the 

Intelligent Car Parking System which deals with the 

sensors and relay circuits and then the motor control 

unit. 

1. Sensors and Relay Circuits 

  Electronic components used in the structure enable 

complete control and management of the car parking 

system. Various sensors are used to find out each empty 

space along with the floor in which the empty space is 

present. 

1.1 Proximity Sensor 

 A proximity sensor is a sensor able to detect the 

presence of nearby objects without any physical contact. 

It often emits an electromagnetic field or a beam of 

electromagnetic radiation (infrared, for instance), and 

looks for changes in the field or return signal. The 

object being sensed is often referred to as the proximity 

sensor's target [3]. 

 The system consists of two floors for parking cars 

hence, eight proximity sensors are being used, four in 

each floor. The voltage range of each proximity sensor 

is 5 to 12 V and sensitivity range varies from 10mm to 

50mm. The proximity sensors are used for detecting the 

presence and absence of a car parked in each parking 
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space of each floor. It continuously emits infrared rays 

and checks for an empty space. This acts as an input to 

the Programmable Logic Controller which in turn helps 

in the placing and fetching of cars. The Figure 1.1 

shows the proximity sensor. 

 

Fig. 1.1 : Proximity sensor 

1.2  Infrared Transmitter 

 Infrared led is used for the purpose of detection. 

The system consists of twenty-one Infrared Transmitters 

[4]. Thin sheet metal strips are placed behind each car 

park space and one behind the place where the driver is 

asked to keep the car i.e., in the ground floor. Behind 

each car park space and in front of each floor, two 

Infrared Transmitters are placed at a vertical distance of 

4cm. These are shorted so that they start emitting at the 

same time in case of a free space available. 

A single Infrared Transmitter is placed in the 

ground floor which continuously emits until the receiver 

receives it. This is done so that the mechanical arm can 

detect the presence of a car which has arrived for 

parking. Two Infrared Transmitters are used for each 

floor. While fetching a car from its parked space, the 

first (the one below the floor) Infrared Transmitter is 

turned on whereas while placing a car, the second (the 

one above the floor) Infrared Transmitter is turned on.  

 In case of placing a car, an empty space is searched 

by the proximity sensor and then its respective IR 

Transmitter and floor transmitter is turned on, which 

together guides the arm movement and helps in placing 

the car. The Figure 1.2 shows the Infrared Transmitter. 

 

Fig. 1.2 : Infrared Transmitters 

1.3  Relay Panel Board 

   A relay is a kind of switch which is controlled by 

an electric current. A relay panel board is used instead 

of adding a mains switching relay. It is a commercially 

manufactured circuit board fitted with a relay, LED 

indicator, back EMF preventing diode, and easy to use 

screw-in terminal connections [5]. 

In the system, three 12V and 250v/10 Amp AC, 8 

relay boards are being used to switch the low voltage 

IR sensors output voltage to the 24 V DC which will be 

used by the programmable logic controller. The Figure 

1.3 shows the Relay Panel Board. 

 

Fig. 1.3 : Relay Panel Board 

1.4    Voltage Divider Circuit 

    A voltage divider (also known as a potential 

divider) is a linear circuit that produces an output 

voltage (Vout) that is a fraction of its input voltage 

(Vin). Voltage division refers to the partitioning of a 

voltage among the components of the divider [6]. 

 

Fig. 1.4 : Voltage Divider Circuit 
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 In this system, a voltage divider circuit is required 

for converting the output voltage of 24 V of the PLC to 

a voltage of nearly 5V which is used by the sensor. The 

output of the voltage divider circuit is found out by 

simulating it in PSPICE simulator as shown in Figure 

1.4. 

2. Motor Control Unit 

 Electrical components which are primarily used are 

the standard DC Motors that help in accomplishing the 

motion of the mechanical arm. The DC Motor used in 

the system is of 12 V DC. DC motors are controlled 

using Indracontrol L10 PLC. 

2.1  Main Controller Board 

 Indracontrol L10 Programmable Logic Controller 

(PLC)  serves as the Intelligent Car Parking System’s 

“brain”, controlling and managing all the functions of 

the car parking system. The Indracontrol L10 

Programmable Logic Controller that is used in the 

system operates on a 24 V DC supply which is in built 

in it. A Human Machine Interface is used in this system 

for entering an unique identification number while entry 

and exit of a car. The communication port that is being 

used in the system is Ethernet. To store the program, a 

SanDisk firmware flash card is used [7].  

2.2 DC Motor 

 A DC motor is an electric motor that runs on direct 

current (DC) electricity [9]. Two Standard DC Motors 

are being used in this system. The DC Motors performs 

the task of moving the mechanical arm in the clockwise 

and counter clockwise and vertical direction for the 

placing and fetching of cars. Using the L293D Dual H 

Bridge converter, the motor is made to rotate in both 

clockwise and counter clockwise direction. 

IV. PROGRAMMING AND TESTING 

Programming of the system enables its working. 

Using ladder diagram logic, instructions that 

collectively define the process of its parts movement are 

specified and compiled [8]. This logic is subsequently 

downloaded onto the Programmable Logic Controller, 

which performs the required motor functions by using 

the DC motors and the placing and fetching of car by 

using the mechanical arm. Also essential 

synchronization of the parts is achieved by the 

Programmable Logic Controller. 

 Programming of the system is desired for the 

following functions: 

1)  To find out an empty space from the inputs of the 

Proximity sensors. 

2)  To make the transmitter of the corresponding, floor 

and ground floor turn on. 

3)  To make the DC Motor rotates in both clockwise 

and anticlockwise motion. 

HMI Working 

Flowchart 1.1 

 

 The Flowchart 1.1 explains the operation of Human 

Machine Interface which will ask the user to press F1 in 

case of entry and F2 in case of exit. If entry is selected, 

then the user is asked to enter the given code and in case 

of exit, the user is asked to enter the unique code. 

Placing of a car 

Flowchart 1.2 

The Flowchart 1.2 explains the operation while placing 

a car. If the empty space is first floor then, the first 

floor’s upper transmitter is switched on and the 

mechanical arm carrying the car is raised till it reaches 

first floor (detected by arm receiver). Then, the 

mechanical arm is rotated in anticlockwise direction 

using second motor simultaneously first motor is 

switched off. When the arm reaches the respective 

space, arm is lowered by rotating the first motor in 

opposite direction and finally car is place and the 

mechanical arm is brought back to its initial position by 

controlling both the motors sequentially. 
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Fetching of car 

Flowchart 1.3  
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 The Flowchart 1.3 explains the operation while 

fetching a car. If the car to be fetched is in first floor 

then, the first floor’s lower transmitter is switched on 

and the mechanical arm is raised till it reaches first floor 

(detected by arm receiver). Then, the mechanical arm is 

rotated in anticlockwise direction using second motor 

simultaneously first motor is switched off. When the 

arm reaches the respective space, arm is raised by 

rotating the first motor in opposite direction and finally 

car is brought back to its initial position by controlling 

both the motors sequentially. 

V.  RESULTS 

For the Intelligent car parking system to work 

properly, the inputs from the Human Machine Interface 

was given and hence the following results were 

obtained. The following figures shows the sequence of 

operation while placing a car. 

 

Fig. 1.6 Mechanical arm lifting a car from ground floor 

 

Fig. 1.7 : Mechanical arm receiver sensing the rays from 

the first floor transmitter 

 

Fig. 1.8 : Mechanical arm rotating in anticlockwise 

direction for placing car 

 

 

Fig. 1.9 : Mechanical arm receiver sensing the rays of 

the empty space transmitter and placing it 

 

Fig. 2.0 : Mechanical arm moving downwards towards 

the ground floor 

 

Fig. 2.1 : Mechanical arm reaches the ground floor 

 After entering entry in the HMI and then entering 

the unique code, it was seen that the mechanical arm 

lifts the car from the ground floor as shown in Figure 

1.6. Then, the mechanical arm starts moving upwards 

with the help of the screw jack mechanism and the first 

DC Motor and as soon as the mechanical arm receiver 

receives the rays from the first floor’s transmitter, the 

arm rotates in anticlockwise direction. The Figure 1.7 

shows the mechanical arm sensing the first floor and 

Figure 1.8 shows the rotation of the mechanical arm for 

placing the car in an empty space. Then, the mechanical 

arm receiver senses the rays from the space transmitter 

and then places the car. This is shown in Figure 1.9. 
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After placing the car, the mechanical arm rotates in 

clockwise direction and then gets down. This is shown 

in Figure 2.0. Then, finally, the arm gets back to the 

ground floor and the motor stops. This is shown in 

Figure 2.1. Similarly, the fetching of a car operation 

takes place in the opposite manner. 

VI. CONCLUSION AND FUTURE SCOPE 

 The mechanical model of the Intelligent Car 

Parking System is compliant to achieving the proper 

placing and fetching of cars. The model is rigid and is 

capable of housing and shielding the DC Motors, 

Proximity sensors, IR transmitters and an IR receiver. 

Three separate supplies were used in this system, a 24V, 

12 V and a 5V supply. The 24V supply powers the L10 

Programmable Logic Controller which is in built in it, 

which acts as the brain of the system, manages and 

controls all the functions of the system. The DC Motors 

which are used for the clockwise counter clockwise and 

vertical up and down movement of the mechanical arm 

is driven by a 12V supply given from a 12V adapter. 

The proximity sensors which are used to find out an 

empty space for placing car is powered by a 5V supply 

which is given by a 5V adapter.  

 Detection of parking slot availability is achieved by 

using proximity sensors. Infrared transmitters and an 

Infrared Receiver is used for detecting the floor as well 

as the space which has got an empty space to park a car. 

Proximity detects the space from where a parked car has 

to be fetched and brought back to the ground floor. A 

relay panel board is used for switching the low voltage 

IR sensors output voltage to the 24 V DC which will be 

used by the programmable logic controller and vice-

versa and a voltage divider circuit is used for converting 

the output voltage of 24 V of the PLC to a voltage of 

nearly 5V which is used by the sensor. The ladder logic 

diagram developed by using IndraWorks software has 

been implemented. This logic is downloaded in the 

firmware flashcard. The Programmable Logic 

Controller was able to control and manage all the 

functions of the system such as finding out the empty 

space from the inputs of the proximity sensors, making 

the transmitter of the corresponding floor and ground 

floor turn on and off and also making the DC Motor 

rotate in both clockwise and anticlockwise direction. 

The features that can be added to the system are: 

 Instead of using the screw jack mechanism, 

hydraulics can be used for reducing the lifting time. 

 Instead of using mechanical arm, fork lift can be 

used. 

 Security system can be added to it. 
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Abstract -  In this paper we present a novel musical sound effects proceesing system based on virtual analog modelling and Digital 

Signal Processing techniques.The coding is done in matlab and the sequence of effects are sequenced depending on the musicians 

choice.The various concepts of filtering in Digital signal processing are used .The results obtained are compared with the 

commercially available system 
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I. INTRODUCTION  

 The music industry uses various sound effects 

which are used in various audio tracks or movies to 

augment the experience of movie watching,audio 

listening,public address systems and live music 

concerts. Real-time musical effects processing and 

synthesis play a part in nearly all  musical sounds 

encountered in the contemporary environment. Virtually 

all recorded or electrically amplified music in the last 

few decades uses effects processing, such as artificial 

reverberation or dynamic compression, and synthetic 

instrument sounds play an increasingly larger  part in the 

total musical spectrum. Furthermore, the vast majority 

of these effects are presently implemented using digital 

signal processing (DSP), mainly due to the flexibility 

and low cost of modern digital devices. For live music, 

real-time operation of these effects and synthesis 

algorithms is obviously of paramount 

importance.However,also recorded music typically 

requires real-time operation of these devices and 

algorithms, because performers usually wish to hear the 

final, processed sound of their instrument while playing. 

recent while reviews of virtual analog modeling and 

digital sound synthesis can be found in articles [3] and 

[4] respectively. A tutorial on virtual analog oscillator 

algorithms, which are not tackled in this paper, has been 

written by Välimäki and Huovilainen [5]. Real-time 

simulation of an interesting analog effects device, the 

voltage-controlled filter, In this proposed project the 

importance is given for the versatile,hussel free,portable 

and easy to utilize musical synthesizer which is the 

prime requirement of the modern day musicians.The 

proposed system is to be developed by an DSP 

processor or by utilizing the computer’s line–in or Mic-

in ports. The High speed processing capabilities of the 

computer is nowadays used for these kind of 

applications. where in the live streaming of audio has to 

be converted to digital data,then given to computer  

where it is processed and given out through line-out port 

of the computer.The commercial available music 

processors do not have the flexibility to interchange the 

chain of effects within the loop in a required order.This 

proposed system overcomes this limitation by 

independently running the effects and good memory or 

register banks. 

II. SYSTEM OVERVIEW 

 

Fig. 1 :  Block diagram of the proposed system 



 Virtual Analog and Digital Effects Models for Vocal and Musical Sound Synthesis in Real Time   

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

248 
 

    The proposed system consists of Musical 

instrument with the transducer which may be a pick up 

or piezo electric or the out put of any musical instrument 

with electrical output like aux or  mic output. The ADC 

and Buffer unit for the signal to be digitized and the 

buffer is used for the storage of data in order to have an 

easy flow of the sequence of data from ADC to the next 

stage.The DSP processor to do the processing of the 

signal and then buffer and DAC and then to impedance 

matching and Amplifier section and  to speakers .The 

proposed system can also utilize the Computer with very 

high speed processing to run the program in matlab and 

do the processing in real time.The power supply unit 

supplies the power to the required sections.The 

computer approach consists of  running Matlab or 

octave with streaming capability got by using tool like 

playrec. 

III. METHODOLOGY 

 The proposed System incorporates the various 

musical sound effects in real time into a digitally 

organized system in which the shortcomings of analog  

version can be irradicated.The basic construction of the 

project is proposed by keeping the following design 

objectives in mind. 

1. To be a versatile and  reliable system. 

2. To have a system which will be of low cost 

very compact ,organized and the option of 

many in one kind of gadget. 

3. To be able to process data in real time with the 

latency being negligible to human ear 

4. Low power consumption 

5. Smaller in size and should be portable. 

The Methodology involves basically 5 steps; 

A. Data Acquisition 

The data to be acquired is the signal from the musical 

instrument and then this may converted to digital by 

using a flash ADC with high resolution.The input can be 

directly fed to computer mic or line-in port.  

B. Data storage 

  Data storage is required in order to have proper 

feeding of Data to the DSP processor and from 

processor to DAC . 

C. Selection of Desired effects 

 The effects required have to be selected and the 

order must be specified an term as the effects in the 

sequence as in Fig 2. This is done by having a switch 

and choice statements in the program and it switches the 

sequence of the functions to be executed. 

D. Processing 

 The processing used for the effects are for effects 

like fuzz[1],wahwah[1],delay[1],chorus[1], Flanger[1], 

Modulator[1]  

Can be modelled by the algorithms in[1].The function of 

the fuzz is given in [2] by the equation as  

 
 f(x)= [3-(2-3x)2] /3 for  1/3  x  2/3  (1) 

f(x)=1 for 2/3  x 1 

 Here  the equation is given and the matlab program 

written for it gives the vaues for the function for the 

array of the audio signal to be processed.The wah wah 

effect is obtained by the shifting the band of a band pass 

filter over the spectrum by the state variable filters using 

the equation, 

 Yl(n)=F1 yb(n)+yl (n-1) 

 Yb(n)=F1yh(n)+yb(n-1)          (2) 

 Yh(n)=x(n)-yl(n-1)-Q1yb(n-1) 

 Here F1 and Q1 are tuning coefficients related to 

cut-off frequency fc and damping  d. y1(n) is the low 

pass signal.yh(n) is the highpass signal,yb(n)is the 

bandpass signal and x(n) is the input signal.  

where         F1=2sin(fc/fs)    and   Q1=2d (3) 

IV. RESULTS AND ANALYSIS 

 The results of three effects generated are obtained 

from a 18sec clip played by an guitar which is captured 

by windows sound recorder and processed.The same 

clip is played through the commercial synthesizer. 

 

Fig. 2 : The input audio clip 
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 The input clip shown Fig. 2  is of duration 18sec 

and is played  from an electric guitar and captured 

through windows sound recorder utility and  converted 

to wavefile.    

 

Fig. 3  Simulated result for the fuzz effect using the 

proposed system 

 The waveform shown in Fig. 3 is the simulated 

result from the proposed system with the same input clip 

of Fig.1. 

 

Fig. 4 : The fuzz effect out of  Digitech RP 

 The waveform of  Fig. 4 is the waveform obtained 

from Digitech guitar sound processor for the same note 

played as the input. 

 

Fig. 5 :  The wah wah  effect from proposed system 

 

 The Waveform of Fig. 5 is the wah wah effect 

generated using a state variable filter with sweeping 

frequency varying from 500 to 5kHz. 

 

Fig. 6 :  The wah wah  effect from proposed Digitech 

RP 

 The waveform  Fig. 6 is the wah wah effect 

generated by the Digitech music processing unit and the 

input signal is the same as Fig 1.which is captured with 

windows soundrecorder utility.   

.  

Fig. 7  :  The flanger effect out of  proposed project. 

The waveform of  Fig 7 is obtained from the Flanger 

effect by executing the file in matlab for the input 

waveform of  the same sound clip of above examples 

 

Fig. 8 :  The expander  effect of  proposed project.  
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 The Waveform of  Fig 8 shows the effect of  

Expander  signal by expandng the wave over a values by 

the matlab program in the proposed project. 

 

Fig. 9 : The compressor  effect of  proposed project.  

 The Waveform of  Fig 9 shows the effect of  

Compressor  signal by compressing the values above 

threshold by the matlab program in the proposed project. 

  

Fig. 10 : The Overdrive Distortion effect obtained by the   

proposed project. 

 Fig 10 shows the waveform obtained by 

symmetrically clipping with gain moderate gain. 

V.  CONCLUSION AND DISCUSSION 

 As seen by the waveforms the results obtained aare 

satisfactory.By comparing  Fig. 3 and Fig 4 and 

listening to the audiowave file obtained it is seen that 

the clarity is better in proposed system  and the other 

effect wah wah from Fig 5 and Fig 6 it is seen that there 

is clarity in proposed system waveform and the audio 

output generated.The further effects 

flanger,delay,chorus,reverberation are to be 

tested.Further the virtual analog models using analog 

equations have to be tested and implemented.The power 

for the proposed system is the regular power supply 

used with less power consumption in mind. . 
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Abstract - This paper presents a high performance, low cost inverter for Photo voltaic systems based on Z-source concept. 

Traditional Voltage-source inverter and Current Source Inverter has improved to the new Z-Source Inverter, with a unique X-shaped 

network in it. This impedance source inverter can provide a single stage power conversion concept where as the traditional inverter 

requires two stage power conversion for renewable energy applications. A new low cost solar cell powered Z-source inverter system 

is simulated and the results are compared with the traditional Voltage Source Inverter system. Performance analysis confirms that Z-

source inverter system is more appropriate for photo voltaic applications. 

Keywords - Voltage-source inverter, photo voltaic, Z-source inverter. 

 

I. INTRODUCTION  

 As people are much concerned with the fossil fuel 

exhaustion and the environmental problems caused by 

the conventional power generation, an application of 

renewable energy resources has higher attractive; more 

specially, photovoltaic cell. The solar cell technologies 

have been developed to improve the efficiency and the 

production cost of a photovoltaic cell has been reduced. 

Solar cells are used today in many applications such as 

battery charging, satellite power systems etc. They have 

the advantage of pollution free and less maintenance 

cost. But their installation cost is high and in most 

applications, they require a power conditioner (dc/dc or 

dc/ac converter) for load interface. Since photo voltaic 

modules still have relatively low conversion efficiency, 

the overall system cost can be reduced by using high 

efficiency power conditioners [1]. Power electronics 

inverters for renewable energy utilization applications 

would require both voltage buck and boost capabilities 

for riding through load current and supply voltage 

variation. A common way of implementing buck-boost 

inverter is to cascade a dc-dc converter to either a buck 

voltage source or boost current source inverter to form a 

two stage power conversion solution but this cascaded 

topology usually gives rise to increased system 

complexity and reduced reliability [2]. Conventional 

VSI and CSI support only current buck DC-AC power 

conversion and need a relatively complex modulator [3]. 

 

 As an alternative, the single stage Z-source inverter 

is proposed in [4], where it is explicitly shown that the 

Z-source inverter gains its voltage tuning flexibility by 

introducing a unique LC impedance network between its 

input source and inverter circuitry. Besides flexible gain 

tuning the inserted impedance network is stated to have 

the advantage of protecting the inverter phases from 

short circuit damages even with no dead time delay 

inserted [5].    

  The Z-source inverter is attractive for three main 

reasons; first the traditional PWM inverter has only one 

control freedom, used to control the output AC voltage. 

However the Z-source inverter has two independent 

control freedoms; shoot through duty cycle and 

modulation index, providing the ability to produce any 

desired output AC voltage [6]. Second, the Z-source 

inverter provides the same features of a DC-DC boosted 

inverter, yet its single stage is less complex and more 

cost effective. Third, the z-source inverter has the 

benefit of enhanced reliability due to the fact that 

momentary shoot-through can no longer destroy the 

inverter [7]. 

 II. TRADITIONAL Z-SOURCE INVERTER 

  The conventional Z-source inverter is shown in Fig. 

1. It employs a symmetrical LC impedance network to 

replace the dc -link capacitor in traditional VSI. 

Furthermore, with the help of series diode D embedded 

in the source side, the input dc source can be effectively 
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disconnected from the Z-source network by naturally 

reverse-biasing the diode D during the unique shoot-

through interval, which can be initiated by  turning ON 

all switches of one phase-leg simultaneously. The 3-

phase Z-source inverter bridge has nine permissible 

switching states  unlike the traditional three phase 

Voltage- 

 

Fig. 1 : Z –source inverter 

source inverter that has eight states. The traditional 

three-phase V-source inverter has six active vectors 

when the load terminals are shorted through either the 

lower or upper  three devices, respectively. However, 

the three-Phase Z- source inverter bridge has one extra 

state when the load terminals are shorted through both 

the upper and lower devices of any one phase leg (i.e., 

both devices are gated on), any two phase legs, or all 

three phase legs. This shoot-through zero state is 

forbidden in the traditional Voltage-source inverter. 

Such special operation provides the ability of voltage 

boosting as well as the unidirectional power conversion 

(desired in PV and fuel cell systems) [8], [9].  

III. CIRCUIT ANALYSIS AND OBTAINABLE 

OUTPUT VOLTAGE 

   Assuming that the inductors L1 and L2 and 

capacitors C1 and C2 have the same inductance (L) and 

capacitance(C) respectively, the  Z-source network 

becomes symmetrical. From the symmetry and 

equivalent circuits we have  

  VL1 = VL2 = VL 

  VC1 = VC2 = VC             (1) 

 

(a) 

 

 

(b) 

Fig. 2 : Equivalent circuits of Z-source inverter 

(a ) non shoot-through (b) shoot-through states 

Shoot-Through (Sx = Sx’ = ON, x = A, B or C; D = 

OFF) 

CdcDCdiC VVvVvvVvL 2;2;0; −====               (2) 

0;; =−=−= dcCLiCL iiiiii                                  (3) 

Nonshoot-Through (E.g Sx ≠ Sx’, x = A, B or C; D = 

ON) 

;0;;2;; ===−= − DdcddcCiCCdc vVvVVvVVVvL     (4)     

 0;; ≠−== + dcCLiCLdc iiiiiii                               (5) 

 Averaging the inductor voltage to be zero, the 

capacitor voltage Vc, peak DC-link voltage vi1and peak 

ac output voltage vx1(x=a, b or c) can be derived as:   
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 Where M refers to the conventional modulation 

index, B represents the boost factor induced by shoot-

through operation and T0/T< 0.5 defines the shoot-

through duty ratio.  

IV. SIMULATION RESULT 

 Solar cell powered Z-source inverter is modeled 

and simulated using MATLAB/SIMULINK package.  

 Solar cell powered Z-source inverter system is 

shown in Fig. 3a. Z- filter is introduced between the 

source and inverter. The inverter feeds a 3 phase motor 
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V. CONCLUSION 

  In this paper solar cell powered Z-source source 

inverter system is modelled and simulated .The single 

stage Z-source inverter has both voltage buck boost 

capabilities due to its unique impedance network within 

it. Z-source network does not need a dead time leads to 

improved performance. It also has a wide range of input 

voltage that results in low power losses.FFT analysis is 

done and the spectrum is obtained. The results of digital 

simulation are presented. It also confirms that the THD 

of Z-source inverter system is very less than its 

counterpart and it is very much promising power 

conversion concept for photo voltaic system in order to 

increase the overall system efficiency ,thereby reducing 

system complexity and  cost. 

REFERENCES 

[1] Eftichios Koutroulis, Kostas Kalaitzaki and 

Nicholas C.Voulgaris, Development of a 

Microcontroller-Based, Photovoltaic Maximum 

Power Point Tracking Control System, IEEE 

Trans. On Power Electrons Vol.16, No.1, Jan. 

2001, pp 46 – 54. 

[2] H.Rostami and D.A.Khaburi, Neural Networks 

Controlling for Both the DC Boost and AC 

Output Voltage of Z-Source Inverter, IEEE 

Conference, 2010, pp 135 – 140. 

[3] Rathika, S.; Kavitha, J.; Paranjothi, S.R., 

“Embedded control Z-source inverter fed 

induction motor” :  IEEE Conference, INCACEC 

2009. Pp 1-7. 

[4] F. Z. Peng, "Z-source inverter," IEEE TRAN. IND. 

APPL., VOL. 39 NO2, PP. 504-510, MAR./APR. 

2003 

[5] Tang, Y., Xie, S.J., Zhang, C.H., Xu, Z.G.: 

‘Improved Z-source inverter with reduced Z-

source capacitor voltage stress and soft-start 

capability’,IEEE Trans. Power Electron., 2009, 

24, (2), pp. 409–415 

[6] Shen M S, Wang J, Joseph A, Peng F Z,Tolbert L 

M,and Adams D J, "Constant boost control of the 

Z-sourcenverter to minimize current ripple and 

voltage stress," May-Jun 2006, IEEE 

Transactions on Industry Applications, vol42, pp. 

770-778. 

[7] N.Vidhyarubini , G.Rohini ,”Z-source inverter for 

photovoltaic power generation system 

“proceedings of ICETECT 2011  

[8] F. Z. Peng, M. Shen, and K. Holland, 

"Application of Z-source inverter for traction 

drive of fuel cell—battery hybrid electric 

vehicles," IEEE Trans. Power Electron., vol. 22, 

no. 3, pp. 1054-1061, May 2007. 

[9]  Y. Huang, M. Shen, F. Z. Peng, and J. Wang, 

"Z-source inverter for residential photovoltaic 

systems ," IEEE Trans. Power Electron., vol. 21, 

no. 6, pp. 1776-1782, Nov. 2006. 

 

 

 



 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

256 
 

 

Single Event Upset Correction for Satellite Images by using AES 

 

 
Praveen.H.L

1
, H.S Jayaramu

2
 & M.Z.Kurian

3

1&3Department of Electronics & Communication,  2Department of Telecommunication, 
1,2&3Sri Siddhartha Institute of Technology, Tumkur, Karnataka, India. 

E-mail : praveee79@gmail.com , jramssit@yahoo.co.in, mzkurianvc@yahoo.com 
 

 

Abstract - Data hiding has been used for thousands of years to transmit data without being intercepted by unwanted viewers, 

therefore security becomes increasingly important for many applications, such as confidential transmission, video surveillance, 

military and medical etc. Advanced Encryption Standard provides the highest level of security by utilizing the newest and strongest 

128 bit AES encryption algorithm to encrypt and authenticate the data. At the same time while encryption process immunity of 

encryption is taken into the account. Five modes of AES have been used to perform security on satellite data.  The AES is a 

symmetric key algorithm in which both the sender and the receiver use a single key for encryption and decryption. An analysis of the 

propagation of faults that occur during transmission due to noise is carried out  in order to avoid data corruption due to Single Event 

Upset’s , the faults are rectified by using Hamming Error Correction code Algorithm. This reduces the data corruption and increases 

the performance as a result we can identify the error and also we can encrypt the image as color and thus by using  Advanced 

Encryption Standard algorithm for use On board Earth Observation small satellites throughput  can  be increased and data corruption 

can be reduced . 

Keywords - Earth observation satellite, Output feedback mode, Single event upset, Hamming error correction code , Advanced 

encryption standard. 

 
I. INTRODUCTION  

 An Earth observation (EO) satellites are satellites 

specifically designed to observe Earth from orbit this 

Earth Observation satellite takes images on earth by 

using the image sensors. Earth Observation satellites 

were used more effectively in disaster management 

support. Today meteorological satellites are widely used 

to detect and track severe storms and to support other 

whether-driven events [12]. Security services are much 

needed to protect the data from unauthorized access 

while transmitting data from satellites. On-Board 

encryption is used to secure such valuable data. And 

also it avoids intrusion. Number of satellite uses on-

Board Encryption technique to protect data while 

transmission to ground. To protect satellite images some 

cryptographic techniques are used.  

 To provide high security Advanced Encryption 

Standard (AES) is used which is approved by NIST. 

AES is a block cipher. AES is used in different 

application since it provides simplicity, flexibility, 

easiness of implementation and high throughput. AES is 

also suitable for hardware based implementations. AES 

achieves high throughput. At the same time while 

encryption process, immunity of encryption is taken into 

the account. i.e. encryption process against fault. So to 

overcome the above problem number of approaches 

where made.  

II. SATELLITE IMAGES AND  EXISTING 

SYSTEM 

 A digital image is defined as a two dimensional 

rectangle array. The elements of this array are denoted 

as pixels. Each pixel has an intensity value (digital 

number) and a location address (row, column). 

A satellite is an object that orbits another object, the 

term is often used to describe an artificial satellite[12] 

.The satellite images provide a variety of information, 

the satellites pass on information to the base center on 

the planet through telephonic messages, pictures from 

satellite TV and emergency snap shots retrieved from 

ships and aircraft. The satellite images are generated 

with the intent of creating an imaging network for even 

the most inhospitable regions on land and the oceans 

[14].  

  Satellite operates in harsh radiation which uses On-

Board encryption processor. It is susceptible to radiation 

induced faults. The fault occurs in satellite On-Board 

devices are called as Single Event Upset [1]. If faulty 

data occurs then satellite needs to wait for long time to 

receive next data. To prevent this error free encryption 

scheme is proposed in On- Board. Advantage for this is 

to provide error-free encryption system and error is 

much more reduced even in radiation in satellites. 

Disadvantage for this is that the data is further corrupted 

while transmission due to noise. Reliability is more 
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important in avionics design. SEU must be detected and 

corrected while sending data to the ground. The Triple 

Modular Redundancy (TMR) technique is used. TMR 

consists of 3 identical modules which is connected to the 

majority voting circuit. Advantage for this is that SEU is 

detected and rectified before sending the data to the 

ground. Disadvantage is that computation overhead 

compared to the existing and it provides less security 

[3].  

III. PROPOSED SYSTEM 

 To overcome the drawbacks which are shown in the 

existing system, this proposed system uses a new fault 

tolerant technique based on AES. To address the 

reliability issues of AES algorithm and to overcome the 

SEU. Five modes are used in AES. They are Cipher 

block chaining mode (CBC), Electronic code Book 

mode (ECB), Cipher Feedback Mode (CFM), Counter 

mode (CTR) and Output Feedback mode (OFB). 

 Cipher Block Chaining is not suitable for satellite 

images because data is corrupted due to fault 

propagations. In Electronic Code Book if a single bit is 

corrupted the entire block is corrupted. In cipher 

Feedback mode the fault is propagated to next blocks. 

No fault is propagated in counter mode. And also 

satellite image communications are not suitable for 

counter mode. So to rectify the faults while transmission 

of data from satellites in noise an On-Board AES OFB 

based encryption is used. The faults are rectified by 

using Hamming Error Correction code Algorithm. The 

proposed approach reduces the SEU while transmission 

of data from satellites with noise.  

IV. ADVANCED ENCRYPTION STANDARD 

 A modern branch of cryptography also known as 

public-key cryptography in which the algorithms 

employ a pair of keys (a public key and a private key) 

and use a different component of the pair for different 

steps of the algorithm. The AES algorithm is a 

symmetric-key cipher, in which both the sender and the 

receiver use a single key for encryption and decryption. 

The data block length is fixed to be 128 bits, while the 

key length can be 128, 192, or 256 bits, respectively. In 

addition, the AES algorithm is an iterative algorithm. 

Each iteration can be called a round, and the total 

number of rounds is 10, 12, or 14, when the key length 

is 128, 192, or 256 bits, respectively. The 128-bit data 

block is divided into 16 bytes. These bytes are mapped 

to a 4*4 array called the State, and all the internal 

operations of the AES algorithm are performed on the 

State. Each round in AES, except the final round, 

consists of four transformations: SubBytes, ShiftRows, 

MixColumns, and AddRoundKey. The final round does 

not have the MixColumns transformation. The 

decryption flow is simply the reverse of the encryption 

flow and each operation is the inverse of the 

corresponding one in the encryption process.  

 

Fig.1 : The AES Algorithm (a)Encryption Structure.  

(b) Equivalent Decryption Structure 

  The round transformation of AES and its steps 

operate on  intermediate results, called state. The state 

can be visualized as a rectangular matrix with four rows. 

The number  of columns in the state is denoted by Nb 

and is equal to the block length in bits divided by 32. 

For a 128 bit data block (16 bytes) the value of Nb is 4, 

hence the state is treated as a 4*4 matrix and each 

element in the matrix represents a byte. For the sake of 

simplicity, in the rest of the paper, both the data block 

and the key lengths are considered as 128 bit long. 

However all the discussions and the results hold true for 

192 bit and 256 bit keys as well. By using AES 

algorithm the color image is encrypted and sends to the 

receiver side. The receiver again decrypts the image and 

gets the original color image. The encrypted image by 

using AES is shown in the following Fig.2 (b). 

 

Fig 2. (a) 
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Fig. 2 (b) 

Fig. 2 : (a) Original Image (b) Encrypted Image 

 The AES encryption algorithm accepts one data 

block and the key and produces the encrypted data 

block. The input and output data blocks are of identical 

size. The decryption algorithm accepts one encrypted 

data block and the key to produce the encrypted data 

block have been defined to apply the AES block cipher 

to encryption of more than one 128 bit block of data . 

A. Notations , Conventions and Mathematical 

Background 

 The input and output for the AES algorithm consists 

of sequences of 128 bits. These sequences are referred 

to as blocks and the numbers of bits they contain are 

referred to as their length. The Cipher Key for the AES 

algorithm is a sequence of 128, 192 or 256 bits. The 

basic unit of processing in the AES algorithm is a byte, 

which is a sequence of eight bits treated as a single 

entity.  

b7 x
8
 + b6 x

7
 + b5 x

6
 + b4 x

5
 + b3 x

4
 + b2x

3
 + b1 x

2
 + b0 

x=∑bix
i 

 Internally, the AES algorithm’s operations are 

performed on a two-dimensional array of bytes called 

the State. The State consists of four rows of bytes. Each 

row of a state contains Nb numbers of bytes, where Nb 

is the block length divided by 32. In the State array, 

which is denoted by the symbol S, each individual byte 

has two indices. The first byte index is the row number 

r, which lies in the range 0 ≤ r ≤ 3 and the second byte 

index is the column number c, which lies in the range 0 

≤ c ≤ Nb−1. Such indexing allows an individual byte of 

the State to be referred to as Sr,c or S[r,c]. At the 

beginning of the Encryption and Decryption the input, 

which is the array of bytes symbolized by in0in1···in15 is 

copied into the State array. The Encryption or 

Decryption operations are conducted on the State 

array[6].  

 Every byte in the AES algorithm is interpreted as a 

finite field element using the notation. All Finite field 

elements can be added and multiplied. The addition of 

two elements in a finite field is achieved by “adding” 

the coefficients for the corresponding powers in the 

polynomials for the two elements. The addition is 

performed through use of the XOR operation. 

Multiplying the binary polynomial defined in equation 

with the polynomial x results, can be implemented at the 

byte level as a left shift and a subsequent conditional 

bitwise XOR with {1b}. This operation on bytes is 

denoted by xtime( ). Multiplication by higher powers of 

x can be implemented by repeated application of xtime 

(). Through the addition of intermediate results, 

multiplication by any constant can be implemented [9]. 

B.  Output Feedback Mode 

 In the OFB mode the output of the encryption is fed 

back into the input to generate a keystream, which is 

then XOR-ed with the plain data to generate the cipher 

data. If an SEU occurs during encryption in the OFB 

mode then all the subsequent blocks will be corrupted 

starting from the point where the fault has occurred 

.This is because the keystream required for encryption 

and decryption is independent of the plain and cipher 

data and hence the feedback propagates the faults from 

one block to another until the end of the encryption 

process. This is demonstrated by introducing an SEU 

during the encryption of a plain multispectral satellite 

image[6].   

 

Fig 3 : SEU propagation during encryption in OFB 

mode 

V. SYSTEM DESIGN 

  Initially the image is captured and then converted 

into the text file by using the MATLAB where the 

converted text file is used as the input. The obtained file 

is encrypted by using the Advanced Encryption. The 

AES is a symmetric key algorithm, in which both the 

sender and the receiver use a single key for encryption 
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and decryption. AES defines the data block length to 

128 bits Standard, where the fault tolerance is checked. 

The error value should be such that it should not disturb 

the image. 

  Fault tolerance is done to check the error values 

.Lower the value of error higher will be the reliability 

and the performance. Error level has to be low at the 

initial stages itself or else it will affect the quality of 

images received at the receiver side. AES is carried out 

at the transmitter part itself.  The proposed fault tolerant 

model is based on single error correcting Hamming 

code.  

 The Hamming code detects and corrects a single bit 

fault in a byte and it is a good choice for satellite 

applications, as most frequently occurring faults in on-

board electronics are bit flips induced by radiation. 

However, the AES correction model can be extended to 

correct multiple bit faults by using other error correcting 

codes such as the modified Hamming code. Thus by 

using AES algorithm it is possible to get an encrypted 

image which reduces the error and also prevents the 

intrusion and this is then send to the receiver side. 

 The receiver decrypts the encrypted image and gets 

the original image .At the receiver side image 

decryption is carried out by using AES itself .The key 

used for encryption and decryption must be the same. If 

they are different image will be lost. In decryption 

reverse of encryption is carried out. The input for 

decryption is the cipher text which is the output of AES 

encryption. This is then decrypted to get the output plain 

text. The output plain text is then converted to the 

original image by using MATLAB.  

  

Fig. 4 :   Block diagram of AES 

 

A. Design rationale 

 The three criteria taken into account in the design of 

AES are the following: 

• Resistance against all known attacks. 

• Speed and code compactness on a wide range 

of platforms. 

• Design simplicity.  

B.   Implementation Aspects 

       VHDL is used as the hardware description language 

because of the flexibility to exchange among 

environments. The code is pure VHDL that could easily 

be implemented on other devices, without changing the 

design. The software used for this work is Synthesis 

Tool Xilinx 12.2. This is used for writing, debugging 

and optimizing efforts, and also for fitting, simulating 

and checking the performance results using the 

simulation tools available on Modelsim6.3c, Matlab. 

VI. FAULT TOLERANT MODEL 

  A novel fault-tolerant model for the AES algorithm, 

which is immune to radiation-induced SEUs occurring 

during encryption can be used in hardware 

implementations on on-board small OE satellites [5]. 

The model is based on a self-repairing EDAC scheme, 

which is built in the AES algorithmic flow and utilizes 

the Hamming error correcting code [6]. The proposed 

Hamming code based fault-tolerant model of AES can 

be adapted to all the five modes of AES to correct SEUs 

on board. Even though the calculation of the Hamming 

code is carried out within the AES it does not alter any 

of the transformations of the algorithm and does not 

affect in any way the operation of AES. Also as the 

Hamming parity data are not sent to ground, they are not 

available to leak any information about the AES 

algorithm. Therefore the fault tolerant AES model does 

not require a new cryptanalysis. 

 

Fig. 5 : Fault detection and correction flow chart 



 Single Event Upset Correction for Satellite Images by using AES      

 
International Conference on Electronics and Communication Engineering, 20th, May 2012, Bangalore, ISBN: 978-93-81693-29-2 

260 
 

A. Model Description 

 The proposed fault-tolerant model is based on the 

single error correcting Hamming code (12,8), the 

simplest of the available error correcting codes. The 

Hamming code (12,8) detects and corrects a single bit 

fault in a byte and it is a good choice for satellite 

applications, as most frequently occurring faults in on-

board electronics are bit flips induced by radiation[8]. 

However, the AES correction model can be extended to 

correct multiple bit faults by using other error correcting 

codes such as the modified Hamming code. 

1)  Calculation of the Hamming Code: The parity 

check bits of each byte of the S-Box LUTs are 

precalculated. These Hamming code bits can be 

formally expressed as below: 

h(SRD[a]) →hRD[a] 

h((SRD[a] f{2g}) →h2RD[a] 

         h((SRD[a] f{03g}) → h3RD[a]             (1) 

where “a” is the state byte and “h” represents the 

calculation of the Hamming code. 

 As can be seen from (1), hRD is given by the parity 

check bits of the S-Box LUT SRD, h2RD is given by 

the parity check bits of (SRD − f02g), and h3RD is 

given by the parity check bits of (SRD − f03g). The 

procedure to derive the hRD parity bits is described 

below by taking one state byte a, represented by bits 

(b7,b6,b5,b4,b3,b2,b1,b0) as an example. The Hamming 

code of the state byte a is a four-bit parity code, 

represented by bits (p3,p2,p1,p0), which are derived as 

follows:                        

p3 → is parity of bit group b7,b6,b4,b3,b1 

p2 →is parity of bit group b7, b5, b4, b2, b1 

 p1 →is parity of bit group b6, b5, b4, b0 

p0 →is parity of bit group b3,b2, b1, b0                   (2) 

2)  Detection and Correction of Fault Using 

 Hamming Code Bits: The Hamming code matrix of 

the SubBytes transformation is predicted by referring to 

the hRD table. The Hamming code matrix prediction for 

ShiftRows involves a simple cyclic rotation of the 

SubBytes Hamming code bits[8]. The Hamming code 

state matrix for MixColumns is predicted with the help 

of the hRD, h2RD and h3RD parity bits and it is 

expressed by the equations below: 

h0,j = h2RD[a0,j ] h3RD[a1,j ] hRD[a2,j ] hRD[a3,j ] 

h1,j = hRD[a0,j ] h2RD[a1,j ] h3RD[a2,j ] hRD[a3,j ] 

h2,j = hRD[a0,j ] hRD[a1,j ] h2RD[a2,j ] h3RD[a3,j ] 

h3,j = h3RD[a0,j ] hRD[a1,j ] hRD[a2,j ] h2RD[a3,j ] 

0 < j <4                                                                        ( 3) 

 Hamming code is predicted using the input data 

state to the transformation by referring to the parity 

check bit tables and also the parity check bits are 

calculated from the output of the transformation. The 

predicted and calculated check bits are compared with 

detect and correct the fault as discussed below, Let the 

predicted check bits of the transformation input be 

represented by (x3,x2,x1,x0) and the calculated check 

bits of the transformation output be represented by  

(y3,y2,y1,y0). Once the faulty bit position is identified, 

the fault correction is performed by simply flipping that 

bit. The encryption is then continued without any 

interruption to the encryption process. Here we assume 

that the Hamming code tables will be protected from 

SEUs by traditional memory protection techniques in 

satellite applications like memory scrubbing and 

refreshing [7].  

VII.  CONCLUSION   

  The Image encryption standard alone is not so 

efficient to protect the integrity of the image. Because of 

which we are facing lot of issues regarding the images 

such as security of the data from various source of 

image generation, the single event upset computation 

overhead.. By using the Advanced Encryption Standard 

algorithm the single Event Upset problem can be 

entirely eliminated and the fault toleration can be 

achieved. The reliability and the integrity of the data can 

be ensured with high accuracy and image 

compatibility.The reliability for the images ensure that 

in future the AES can be implemented for the video 

processing and security of the videos also. The proposed 

fault detection and correction AES model targets the 

satellite application domain, however it can also be used 

in other applications aimed at hostile environments such 

as nuclear reactors, interplanetary exploration, 

unmanned aerial vehicles, etc.  
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Abstract -  FIR filters find a wide variety of signal processing applications. The demand for higher quality electronics increasing 

tremendously and many traditional electronics appliances now going digital, there is lot of stress on increasing the quality of FIR 

filters used in these products. FIR filter outputs are computed as the product of input sample vectors and filter coefficients. FIR 

filters mainly consist of multipliers and higher quality FIR filters need long multipliers which consume a lot of area, power and yield 

high delays and thus, becoming the bottleneck for performance for the devices in which these filters are used. In LUT multiplier 

based approach memory elements stores all values of product terms 

In this paper we study and analyze different architectures of implementing multipliers using Look Up Tables and their effect on the 

system performance like delay and area. Our first architecture is a simple implementation of a multiplier using Look up tables where 

as the second architecture reduces the number of memory elements required to half the original count but, adds few glue logic 

circuits. The third approach uses the dual port capabilities of memories to reduce the required memory size to less than 12.5% of the 

original size and thereby achieving lower delays while performing multiplication of large numbers. The LUT-multiplier based design 

of 16-tap FIR filters has been synthesized and found that the proposed LUT-multiplier-based design involves less delay and area 

than the conventional -based design for the same throughput and lower latency of implementation 

Keywords - LUT (Look Up Tables), FIR (Finite Impulse Response) DSP, VLSI.  

 
I. INTRODUCTION  

 A finite impulse response (FIR) filter is a type of a 

signal processing filter whose impulse response (or 

response to any finite length input) is of finite duration, 

because it settles to zero in finite time. This is in 

contrast to infinite impulse response (IIR) filters, which 

have internal feedback and may continue to respond 

indefinitely. 

 Finite impulse response (FIR) digital filter is widely 

used as a basic tool in various signal processing and 

image processing applications [1] such as channel 

equalization in digital communication, noise elimination 

in signal processing and adaptive noise cancellation in 

speech processing. Several attempts have been made 

and continued to develop VLSI systems for these filters 

[2]-[5]. 

 Scaling in silicon devices has progressed over the 

last four decades; semiconductor memory has become 

cheaper, faster and more power-efficient. 

It has also been found that the transistor packing 

density of SRAM is not only high, but also increasing 

much faster than the transistor density of logic devices 

as shown in Figure 1. 

 

 

Fig. 1 : Transistor Density in Logic Elements and 

SRAM 

 According to the requirement of different 

application environments, memory technology has been 

advanced in a wide and diverse manner. Radiation 

hardened memories for space applications, wide 

temperature memories for automotive, high reliability 

memories for biomedical instrumentation, low power 

memories for consumer products, and high-speed 
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memories for multimedia applications are under 

continued development process to take care of the 

special needs. [6], [7].Memory-based structures have 

many other advantages like greater potential for high- 

throughput and reduced-latency implementation and 

expected to have less dynamic power consumption 

compared to the conventional multipliers. 

 The main theme of the project is to present a new 

approach to LUT based multiplication known as odd 

multiple storage scheme, to reduce the LUT size over 

that of conventional design. Here in the look-up-table 

(LUT)-multiplier-based approach, where the memory 

elements store all the possible values of products of the 

filter coefficients could be an area-efficient alternative 

to conventional design. Several experiments have been 

made to reduce the memory-space in DA-based 

architectures using offset binary coding (OBC), and 

group distributed technique. A decomposition scheme is 

suggested in a recent paper for reducing the memory-

size of DA-based implementation of FIR filter. But, it is 

observed that the reduction of memory-size achieved by 

such decompositions is accompanied by increase in 

latency as well as the number of adders and latches. 

Significant work has been done on efficient DA-based 

computation of filters.  

 In this paper, we aim at presenting two new 

approaches for designing the LUT for LUT-multiplier-

based implementation, where the memory-size is 

reduced to nearly half of the conventional approach. 

Besides, we find that instead of direct-form realization, 

transposed form realization of FIR filter is more 

efficient for the LUT-multiplier-based implementation. 

In the transposed form, a single segmented-memory 

core could be used instead of separate memory modules 

for individual multiplications in order to avoid the use of 

individual encoders for each of those separate modules. 

 The paper consists of the following steps: In section 

II we have presented the basic description about the FIR 

filter. In section III we have presented the proposed 

LUT Design for memory based multiplication. In 

section IV we have presented the implementation of 

memory based structures for FIR Filter using LUT 

multipliers. In section V we have presented the 

Simulation and synthesis results. In section VI we have 

presented the conclusion. 

II. BASIC DESCRIPTION ABOUT THE FIR 

FILTER  

 The output y of a linear time invariant system is 

determined by convolving its input signal x with 

its impulse response b. For a discrete-time FIR filter, the 

output is a weighted sum of the current and a finite 

number of previous values of the input. The operation is 

described by the following equation, which defines the 

output sequence y[n] in terms of its input sequence x[n] 

  y(n)=∑N
i=0 bix[n-i] 

Where 

  x[n] is the input signal, 

  y[n] is the output signal, 

  bi are the filter coefficients that make up the 

impulse response, 

 N is the filter order 

 The important properties of the fir filter are as 

follows 

1. Require no feedback.  

2. Inherently stable.  

3. Easy to design.   

III. PROPOSED LUT DESIGN FOR MEMORY 

BASED MULTIPLICATION 

 The A lookup table is a data structure, usually 

an array or associative array, often used to replace a 

runtime computation with a simpler array indexing 

operation. The tables may be pre-calculated and stored 

in static program storage or calculated as part of a 

programs initialization phase (memorization).Such a 

simple application, with definite outputs for every input, 

is called a look-up table, because the memory device 

simply "looks up" what the output(s) should to be for 

any given combination of inputs states. The basic 

principle of memory-based multiplication is depicted in 

Fig.2 

 

Fig. 2 : Conventional Memory Based Multiplier 

 Here A be a fixed coefficient and X be an input 

word to be multiplied with A and L is the word length. 

Here we are having 2L Possible values of ‘X’. If the 

value of L is 3 then will get total number of possible 

combinations are 8 that is output is the product of the 

input and fixed coefficient. The product-word (A×Xi), 

for 0 ≤ Xi ≤ 2L-1, is stored at the memory location whose 

address is the same as the binary value of  Xi, such that 

if L -bit binary value of Xi  is used as address for the 

memory-unit, then the corresponding product value is 

read-out from the memory. 
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TABLE 1 

LUT WORDS AND PRODUCT VALUES FOR INPUT 

WORD LENGTH L=4 

 

 So in conventional implementation of memory 

based multiplication we need 2L words used as a look up 

tables having pre computed values corresponding to the 

value of ‘X’. Recently we have shown that only 2L/2 

words needed corresponding to the odd multiples of ‘A’ 

may only stored in the LUT [1]. 

 

Fig. 3 : The Proposed LUT-based Multiplier 

 Here we are making that one of the product word is 

zero and other (2L/2-1) are even multipliers of ‘A’ are 

derived by left shift operations of the corresponding odd 

multipliers of ‘A’ that will be shown in Table1. s0 and 

s1are control bits of the logarithmic barrel shifter. Here 

we are using barrel-shifter for producing a maximum of 

(L-1) left shifts of A. By using encoder L-bit input 

words are mapped to (L-1) bit LUT addresses. The 

controlling of barrel shifter may be done by using the 

control circuit. 

 

A) PROPOSED LUT-BASED MULTIPLIER FOR 4 -

BIT INPUT 

 The proposed LUT Based multiplier for L=4 shown 

in below figure. Here we are having that memory array 

of eight words each of (W+4) bit, 3-to-8 line address 

encoder, AND Cell ,barrel shifter and control circuit for 

generating control word (S0,S1) are used to control the 

barrel shifter and the RESET is used for the to control 

the AND cell. . The 4-to-3 bit input encoder is shown in 

Fig.4 having four-bit input word ( x3  x2  x1  x0 ) and 3-

bit address word ( d2 d1 d0 ), then the  logical relations 

are shown in below. 

d0 = ~ ((~(x0×x1)) × (~(x1×x2)) × (x0+ (~(x2×x3))))   (1) 

d1 = ~ ((~(x0×x2)) × (x0+ (~(x1×x3))))              (2) 

d2 = x0×x3                             (3) 

 Pre computed odd values are stored as Pi for i=0, 1, 

2, 3 …8 consecutive locations of memory array. The 

main purpose of decoder is that takes the 3-bit address 

from the input encoder and generates 8 bit output word 

from select line. When input line is even value then the 

out put has to be shifted one location to the left. From 

the control circuit shown in fig5 we are having that 

 s0 = ~(x0+(~(x1+(~x2))))             (4) 

 s1 = ~(x0+x1)               (5) 

 The number of shifts to be performed depends on 

the control circuit bits. By observing the control circuit 

bits and the corresponding number of shifts to be 

performed from table 4, we can conclude that whenever 

s0 = 0, zero shift is required, and s0 = 1, one left shift is 

required. Similarly whenever s1 = 0, zero shift is 

required, and s1 = 1, two left shifts are required. Hence 

the required number of shifts to be performed on the 

data is achieved by the combination of these control 

circuit bits which are also given to barrel shifter.  

 

Fig. 4 : The 4-to-3 bits input Encoder  
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Fig. 5 : Control Circuit 

B) PROPOSED LUT-BASED MULTIPLIER FOR 8-

BIT INPUT 

 Multiplication of an 8 -bit input with a W -bit fixed 

coefficient can be performed through a pair of 

multiplications using a dual-port memory of 8 words (or 

two single-port memory units) along with a pair of 

encoders, AND cells and barrel shifters as shown in 

Fig6. The shift-adder performs left-shift operation of the 

output of the barrel-shifter corresponding to more 

significant half of input by four bit-locations, and adds 

that to the output of the other barrel-shifter. 

. 

 

Fig. 6 : Memory Based Multiplier using Dual Port Memory Array. 

. 

IV. IMPLEMENTATION OF MEMORY BASED 

STRUCTURES FOR FIR FILTERS USING 

MULTIPLIERS  

It will be described that the structure of memory 

based realization of an N-tap filter. For N-tap filter the 

input and output relationship is given by 

y(n) = h(0).x(n)+h(1).x(n-1)+h(2).x(n-2)+…..h(N-

1).x(n-N+1)               ………… (6) 

Where h (n), filter coefficient for n = 0, 1… N-1 

x(n-i) is input sample for i=0, 1… N-1 

y(n) is current output. 

It is implemented for both signed and unsigned 

operands. If x (n) is unsigned and filter coefficient h(n) 

to be signed then  

 

y(n)=sign(0).|h(0)|.x(n)+sign(1).|h(1)|.x(n-

1)+…+sign(N-1).h|(N-1)|.x(n-N+1)    ………(7) 

Here h(n) = sign(n). |h(n)|, for n = 0, 1, …, N-1, 

The above equation then may be written in a recursive 

form as 

y(n)=sign(0).|h(0)|.x(n)+sign(1).D(|h(1)|.x(n)+sign 

(2).D(|h(2)|.x(n) +…+   sign(N-1).D(|h(N-

1)|.x(n))…))                                    ………… (8) 

 D stands for the delay operator, such that D x(n-i) 

=x(n-i-1) , for i = 1, 2,…,N-1. The recursive 

computation of FIR filter output according to above the 

equation is represented by a transposed form data-flow 

graph (DFG) shown in fig.7 
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Fig. 7 : The DFG of recursive computation of FIR filter 

A. MEMORY-BASED FIR FILTER USING 

CONVENTIONAL LUT 

 The FIR filter output is represented by a transposed 

form data flow graph is shown in figure7. it consists of 

N multiplication nodes and (N-1) add subtract nodes. 

Each multiplication node perform the multiplication of 

an input samples with filter coefficient. the add subtract 

node subs tracts its input from top with that of its input 

from the left when corresponding to filter coefficients 

positive or negative. A fully pipelined structure of N-tap 

FIR filter for input word L=8is shown in figure 8. The 

figure shown in below consists of N memory units and 

(N-1) add subtract cells and delay registers. In each 

cycle all the 8-bits of current input samples are fed to all 

the LUT multipliers with a pair of two addresses X1, X2. 

The main purpose of shift add cell is that shifts it’s right 

input to left by four bit locations and add the shifted 

value with it’s other input to produce output. The output 

of multiplier is fed to add subtract cells in parallel and 

each performs the same operation. 

 

Fig. 8 : Conventional LUT Multiplier Based Structure of 

an N tap Transposed 

B. MEMORY-BASED FIR FILTER USING 

PROPOSED LUT DESIGN 

  The main difference between the conventional LUT 

multiplier and proposed multiplier is that Replaced by 

proposed odd multiples storage LUT, all the 

multiplications are implemented by a single memory 

module; hardware complexity of decoder circuit can be 

eliminated. 

 The proposed module consists of single memory 

module and array of N shift add cells, (N-1) add subtract 

cells and delay registers 

 

Fig. 9 : The Dual Port Segmented Memory Core for the 

Nth order FIR Filter  

 From fig 9 consists of dual port memory core which 

consists of [8*(W+4)]*N array of bit level memory 

elements arranged in 8 rows of (W+4) N bit width. Each 

row consisting of N segments where each segment is 

(W+4) bit wide. during each cycle a pair of 4-bit sub 

words X1 and X2 are derived from input samples x(n) 

and fed through the 4 to 3 bit encoder and control circuit 

which produces two set of words ,select signals and a 

pair of control signal and two pair of RESET signals. 

All signals are fed to dual port memory and produces N 

pair of outputs and those are fed to N pair of barrel 

shifter through AND cells then we will get the required 

output from FIR filter. 

V. SIMULATION AND SYNTHESIS RESULTS 

 Simulation is to verify your design. Thus it is first 

step after your design and coding is done. It is totally 

software activity where you verify your design using 

simulators like Model Sim. This step is also called as 

functional simulation. In other way Simulation is 

nothing but whatever expected logical functionality 

checking in Hardware world, without considering the 

actual timing issues i.e. net delays and circuit delays. 

The simulation results and the net list simulation are 

verified for each module. To simulate the design, Model 

simulator is used. The simulation results for each block 

are shown below along with the signal description. 
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 The resultant variation between the conventional 

method and proposed method is shown in the below 

tabular form. 

TABLE 2 

COMPARISION BETWEEN TWO METHODES 

COMPONENT 
CONVENTIONAL 

LUT 

PROPOSE

D LUT 

Number of 

slices 
1894 1444 

Number of flip-

flops’ 
1335 999 

Number of LUT 3232 2510 

VI. CONCLUSION 

 These approaches LUT-based-multiplication are 

suggested to reduce the LUT-size over that of 

conventional design. By odd-multiple-storage scheme, 

for address-length 4, the LUT size is reduced to half by 

using a barrel-shifter and (W + 4) number of AND 

gates, where W is the word-length of the fixed 

multiplying coefficients. In both the methods the 

throughput is same. However the proposed LUT-

multiplier-based design involves half the memory than 

the conventional LUT-based designs. The LUT-

multiplier-based design of FIR filter therefore could be 

more efficient than the conventional approach in terms 

of area-complexity for a given throughput and lower 

latency of implementation. The LUT-multipliers could 

be used implementation of cyclic and linear 

convolutions, sinusoidal transforms, and inner-product 

computation. 

. 

SIMULATION AND SYNTHESIS RESULTS OF CONVENTIONAL LUT AND PROPOSED LUT FIR FILTERS 

 

Fig. 10 :  Simulation Results of conventional LUT FIR Filter 

 

Fig. 11 : Synthesis Report of conventional LUT FIR Filter 
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Fig. 12 : Simulation Results of proposed LUT FIR Filter 

 

Fig. 13 : Synthesis Report of proposed LUT FIR Filter  

.
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